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Abstract. Since the right decision is made from the correct data, as-
sessing data quality is an important process in computational science
when working in a data-driven environment. Appropriate data quality
ensures the validity of decisions made by any decision-maker. A very
promising area to overcome common data quality issues is computational
intelligence. This paper examines from past to current intelligence tech-
niques used for assessing data quality, reflecting the trend for the last
two decades. Results of a bibliometric analysis are derived and summa-
rized based on the embedded clustered themes in the data quality field.
In addition, a network visualization map and strategic diagrams based
on keyword co-occurrence are presented. These reports demonstrate that
computational intelligence, such as machine and deep learning, fuzzy set
theory, evolutionary computing is essential for uncovering and solving
data quality issues.

Keywords: Big Data · Data Quality · Computational Intelligence ·
Knowledge Engineering · SciMAT · Uncertainty Processing · VOSviewer.

1 Introduction

Data plays a significant role in every organization. High-quality data are those
that can be quickly analyzed to reveal valuable information [19]. Therefore, data
quality assessment is essential to be performed to ensure the quality of data.
Improving data quality is the most crucial process of a today’s zettabyte era [4].

Nowadays, data shows explosive growth, with collaborative, heterogeneous,
and multi-source characters, which increases the complexity and difficulty of data
assessment. Assessing data quality is a challenging task. Data quality (DQ) has
been investigated extensively, however, only a few research looks at the actual
data quality level within organizations [22]. Along with the rapid development
of computer science, computational intelligence techniques become noticeably
promising.
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In this paper, a complete bibliometric analysis is developed, by retrieving
articles from the following databases: IEEE Xplore, ProQuest, ScienceDirect,
Scopus, Springer Link. The time window to be analyzed is 2001–2020. The key-
words for this searching were “data quality” or “data quality assessment” or
“data quality improvement” or “assessing data quality”. The number of docu-
ments retrieved was 354 articles including 351 unique documents. These arti-
cles were screened and analyzed based on their title and abstract following the
PRISMA flow diagram guideline [18] shown in Fig. 1. According to the screen-
ing process, 190 articles were excluded based on the title. We then evaluate the
abstract of 161 articles. 42 articles were excluded based on the abstract resulting
in 119 articles eligible to be reviewed. Eventually, 93 articles were included in
this paper based on the full-text review.

Fig. 1. The article screening process flow based on PRISMA guideline.

An analysis was performed using two bibliometric software tools, namely
VOSviewer ver. 1.6.16 and SciMAT ver. 1.1.04. VOSviewer is a freely avail-
able computer program for constructing and viewing bibliometric maps [10].
VOSviewer was utilized to generate a network and density visualization. Sci-
MAT is a performance analysis and science mapping software tool for detecting
and visualizing conceptual subdomains [7]. In this research, the SciMAT was
utilized to build a strategic map for data quality assessment trends. Both anal-
yses were conducted based on the article’s keywords in order to show growing
patterns in DQ-related techniques.

2 Performance Analysis

The mapping analysis based on the co-occurrence of keywords from articles was
carried out using VOSviewer. There were 1430 keywords identified from those
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articles. We used the threshold of at least three co-occurrence of the keywords
to be represented in a node. It has clustered the research trend into 7 clusters.
These clusters consist of 91 items and 851 links. Every cluster is represented by
different colors. Therefore, it can be easily investigated, see Fig. 2. The total
items from cluster 1 to cluster 7 are 21, 15, 15, 13, 10, 9, and 8, respectively.
The density of every item is visualized by the size of every node in the network.
In cluster 1, the densest item is data quality with 59 occurrences, followed by
data quality assessment and data reduction with 30 and 17, respectively. The
distribution of the four densest items and the related techniques or algorithms
that occurred in every cluster is presented in Table 1.

Fig. 2. Network map based on keywords co-occurrence generated by VOSviewer.

The second analysis was performed using SciMAT science mapping software
tool. It generated the strategic diagram in the selected period. We divided the
whole period (2001–2020) into four consecutive slides listed in Table 2.
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Table 1. Four densest items on the network.

Cluster Four densest items Techniques

Cluster 1 data quality, data quality assessment, data

reduction, decision making

fuzzy set theory, fuzzy logic, ar-

tificial intelligence, support vector
machine

Cluster 2 quality control, article, standard, quality
dimensions

qualitative analysis

Cluster 3 data analysis, data integrity, data model,
big data

analytic hierarchy process, mathe-
matical model

Cluster 4 quality assessment, data mining, data in-

tegration, linked data

Cluster 5 data management, conceptual framework,

remote sensing, time series analysis

time series analysis

Cluster 6 measurement, data structure, meta data,

feature extraction

feature extraction

Cluster 7 sensor, machine learning, quality, data sets machine learning

Table 2. Performance distribution divided into four consecutive slides.

Period Number of documents Number of citations

2001-2005 5 28

2006-2010 15 802

2011-2015 30 620

2016-2020 43 159

A strategic diagram is a two-dimensional space built by plotting themes ac-
cording to their centrality and density rank value [7]. It consists of four quadrants
with the classification as follows:

– The upper-right quadrant is a motor theme with strong centrality and high
density. It is important for structuring a research.

– The upper-left quadrant includes highly developed internal ties, very spe-
cialized and isolated themes.

– The lower-left quadrant shows emerging or declining themes, weakly devel-
oped (low density) and marginal (low centrality).

– The lower-right quadrant presents transversal and general themes. These
themes are important for the research field but are not developed.

There are 4 strategic diagrams have been generated by the SciMAT that
represent 4 periods from 2001 to 2020. Due to limitation of the space we only
presented one strategic diagram from 2016-2020 period shown in Fig. 3, however
Fig. 4 gives a more straightforward overview and summarizes the essential themes
for structuring research in data quality assessment from all slides in two decades.
We considered only those themes that resided in two quadrants: motor themes
and basic and transversal themes.
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Fig. 3. Strategic diagram for the 2016–2020 period based on the sum of citations.

Based on the strategic diagram for the first period (2001–2005), the research
motors are mathematical themes and some themes that are not specified in
any particular field. Quality control theme is transversal and general, which
means it is essential for the study but not well developed. The highest citation
is quality control themes with 28 citations from 3 documents. Therefore, it can
be concluded that there was no sufficient research concerning the intelligence
techniques for assessing data quality during this period.

Quality assessment, quality improvement, unsupervised classification, med-
ical audit are mainly the motor themes within the 2006–2010 period. In this
period, data quality assessment gained more attention along with the intelli-
gence techniques such as unsupervised classification. These themes were playing
essential roles in the research field as they were in the motor theme quadrant.
The most cited theme with 622 citations from 8 documents are data quality,
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Fig. 4. Essential themes for structuring research in the whole period.

which belonged to the transversal and general quadrant. In this period, data
quality and quality control were important for structuring research, although
they are general themes.

Quality assessment, anomaly detection, measurement, qualitative analysis,
conceptual framework, and neural network are mainly the most cited themes
from the motor quadrant within 2011–2015 period. The number of citations
of these themes is 460. Artificial intelligence and machine learning themes are
placed in the highly developed and isolated quadrant. In the transversal and
general quadrant, there are data quality, assessment, quality control, accuracy
measurement, and data reductions. These themes were also crucial but not well
developed as they belong to the transversal and general quadrant.

Fig. 3 shows the recent themes for the 2016-2020 period. They are mainly dis-
tributed into two quadrants: motor and emerging or declining quadrant. Only
a few themes were plotted in the highly developed and isolated, or transver-
sal and general quadrant. Thus, it would be easier to conclude what are the
trends and important themes. From this strategic diagram, we observe that
intelligence techniques represented by artificial intelligence, machine learning,
and neural network are important for structuring the research field. Artificial
intelligence and machine learning are both plotted in motor quadrant, which
is well-developed and important for a research, while neural network is at the
border between transversal and general quadrant.
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3 Top 3 Most Common Data Quality Issues

3.1 Data quality dimensions

Data quality dimension is intended to categorize types of data quality measure-
ment. It consists of accuracy, completeness, concordance, consistency, currency,
redundancy, or any other dimension [28] [34]. For instance, the World Health
Organization identifies the completeness and timeliness of the data, the inter-
nal coherence of data, the external coherence of data, and data comparisons on
the entire population as data quality indicators [24]. Therefore, stating a set of
requirements for data quality is crucial in establishing the quality of the data
despite standards and methodology used [25]. The authors of [6] concluded that
the most common data quality dimensions are completeness, timeliness, and
accuracy, followed by consistency and accessibility.

3.2 Outlier detection

Outlier detection is a process to identify objects that are different than the
majority of data, resulting from contamination, error, or fraud [15]. Outliers
are either errors or mistakes that are counterproductive. Identifying outliers can
lead to better anomaly detection performance [36]. Detecting outliers can also
be utilized to give insight into the data quality [26]. In [17], an outlier is used to
measure the consistency of climate change data, while in [20], an outlier detection
method based on time-relevant k-means was used to detect the voltage, curve,
and power data quality issues in electricity data.

In the strategic diagram presented in Fig. 5, outlier or anomaly detection
was a motor theme for research on data quality within the 2011-2015 period.
Therefore, it is crucial to identify the outlier in order to assess and improve the
data quality.

3.3 Data cleaning and data integration

Data cleaning is the backbone of data quality assessment. It purposes to clean
the raw data into new data that meet the quality criteria. It includes cleaning the
missing values, typos, mixed formats, replicated entries, outliers, and business
rules violations [5].

When we take a look at the strategic diagram in Fig. 3, data integration
was plotted in the transversal and general quadrant. This theme has the highest
citation among others. It means that data integration has an essential role in
data quality research although it was classified as not developed. The study
in [23] gives an example of a framework for data cleaning and integration in
the clinical domain of interest. The framework includes data standardization to
finally enable data integration.
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4 Computational Intelligence Techniques

4.1 Neural Networks for Assessing Data Quality

The neural network was plotted at the border between the motor and transversal
quadrant (Fig. 3), while its bibliometric network is shown in Fig. 5(a). To be
able to display all the networks, the analysis was made slightly different from
Fig. 2. We changed the network reduction parameter from 3 to 1. The neural
network has relations with items such as artificial neural network, autoencoders,
data set, fuzzy logic, etc. It has also links with quality assessment and quality
control.

(a) Neural network

(b) Genetic algorithm

Fig. 5. The bibliometric network visualization.

Based on the literature, here are some examples of neural network implemen-
tation for assessing data quality. The VGG-16 and the Bidirectional Encoder
Representations from Transformers are employed in a task-oriented data quality
assessment framework proposed in [16]. Another usage of a neural network model
is presented in [8]. Multi-Layer Perceptron was utilized to evaluate the frame-
work of data cleaning in the regression model. The result shows that the models
give a better result after the cleaning process. Long Short-Term Memory Au-
toencoder based on RNNs architecture was used in the DQ assessment model for
semantic data in [14]. This framework presents the web contextual data quality
assessment model with enhanced classification metric parameters. This contex-
tual data contains metadata with various threshold values for different types of
data.
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4.2 Fuzzy Logic for Assessing Data Quality

The network of fuzzy set theory in the data quality research is shown in Fig. 6(a).
It is a part of the network created by VOSviewer in Fig. 2. It has 16 links,
including the link to the data quality, data quality assessment, data integrity,
decision making, and data models. Some fuzzy set theories were identified during
this study. The Choquet integral in a fuzzy logic principle is utilized by data,
and information quality assessment from the framework proposed in [3]. It is
used in the context of fuzzy logic and as part of the multi-criteria decision aid
system.

(a) Fuzzy set theory (b) Machine learning

Fig. 6. The bibliometric network visualization.

Fuzzy TOPSIS was used to measure the results of the systematic literature
review approach to identify critical and challenging factors in DevOps data qual-
ity assessment [27]. It was implemented to prioritize the investigated challenging
factors concerning the DevOps data quality assessment.

4.3 Evolutionary Computation for Assessing Data Quality

Two works in our set have been identified which use a genetic algorithm. The
first study was using the genetic algorithm to measure the data quality in dimen-
sions of accuracy, comprehensibility, interestingness, and completeness [21]. The
second study [9] employed the association rule for the purpose of quality mea-
surement. A multi-objective genetic algorithm approach for data quality with
categorical attributes was utilized. The bibliometric network of the genetic algo-
rithm is presented in Fig. 5(b). It has eight links, one of them for data mining.
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4.4 Computational Learning Theory for Assessing Data Quality

The computational learning theory is a fundamental building block of a mathe-
matical formal representation of a cognitive process widely adapted by machine
learning. The overview of machine learning’s bibliometric map is presented in
Fig. 6(b). It has 22 links connected to some items such as data quality assess-
ment, data integrity, data fusion, mathematical model, etc. Random forests were
utilized in [13] to predict the accuracy of an early-stage data cleaning, which
was used to assess the quality of fertility data stored in dairy herd management
software. Time-relevant k-means was employed to measure data accuracy by
detecting the electricity data outlier [20].

Local Outlier Factor (LOF), an algorithm for identifying distance-based local
outliers, was used in [8]. With LOF, the local density of a particular point is
compared with its neighbors. An outlier is suggested if the point is in a sparser
region than its neighbors. Another outlier detection used with respect to DQ
is Density-Based Spatial Clustering of Applications with Noise (DBSCAN). It
chooses an arbitrary unassigned object from the dataset. If it is a core object,
DBSCAN finds all connected objects, and these objects are assigned to a new
cluster. If it is not a core object, then it is considered as an outlier object [8].

Two clustering techniques, namely t-SNE and PCA, were utilized in a frame-
work that aims to evaluate the precision and accuracy of experimental data [30].
Using t-SNE and PCA gives the dimensional reduction while retaining the most
of the information to detect outlier eventually. For unstructured data, the study
in [31] suggests to combine techniques such as machine learning, natural lan-
guage processing, information retrieval, and knowledge management to map the
data into a schema.

4.5 Probabilistic and Statistical Methods for Assessing Data
Quality

The probabilistic and statistical approach was rarely being included in the ab-
stract or articles’ keywords, therefore its appearance in the network map or
strategic diagram was not identified. However, this approach was identified vary-
ing from many methods and purposes, therefore human-oriented analysis on this
approach was made. Univariate and multivariate methods for outlier detection
are utilized in [23]. The framework of DQ Assessment for Smart Sensor Network
presented in [1] used the interquartile statistical approach to detect outliers. If
the data received is lower or greater than the boundaries, it is considered as an
outlier. To find a mislabeled data, Shannon Index was utilized in [33]. Shannon
Index is a quantitative measure that reflects how many different data there are
in a dataset. If the Shannon index is lower than the threshold, it can be predicted
as a mislabeled data.

In [2], the completeness of data is measured using logistic regression, while
the timeline is measured using binomial regression. Chi-square of patient’s age
and sex in the medical health record was utilized in [32]. It computes mean
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and median age by sex for the database population and compares to an exter-
nal/standard population. Another utilization of the statistical approach is shown
in [29]. An ANOVA test was performed to validate the selected characteristics
and dimensions for assessing data quality.

In [11, 12], a probability-based metric for semantic consistency and assessing
data currency is performed using a set of uncertain rules. This metric would
allow conditions that are supposed to be satisfied with unique probabilities to be
considered. The last approach was found in a medical big data quality evaluation
model based on credibility analysis and analytic hierarchy process (AHP) in [35].
Firstly, data credibility is evaluated. It calculates the data quality dimensions
after excluding the inaccurate data. Then by combining all dimensions with
AHP, it obtains the data quality assessment outcome.

5 Final Remarks

Regarding uncertainty and a vast amount of data, computational intelligence
such as machine learning, deep learning, fuzzy set theory, etc., are potent ap-
proaches for DQ assessment problems. The use of these methods has been iden-
tified in this work. However, the best practice still varies depending on the char-
acteristics and goals of the assessment. The increasing number of successful im-
plementations of these approaches demonstrates the versatility of computational
intelligence techniques in assessing DQ.

Fig. 7. Proposed data quality assessment framework.
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As a final note, we propose a conceptual framework for data quality eval-
uation, improvement, and possibly data integration, as shown in Fig. 10. This
proposed framework will mainly consist of the data model, quality mapping, DQ
evaluation, DQ improvement, data standardization, and data integration. In the
future, we will evaluate the suitable computational intelligence techniques to
be implemented into this framework. From our point of view, developing an
intelligent data quality framework would require further advancement in com-
putational science.
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and Technology.
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information quality assessment in a possibilistic framework based on the Choquet
Integral. In: 5th International Conference on Advanced Technologies for Signal and
Image Processing (ATSIP). pp. 1–6 (2020)

4. Cai, L., Zhu, Y.: The challenges of data quality and data quality assessment in the
big data era. Data Science Journal 14, 1–10 (2015)

5. Chu, X., Ilyas, I.F., Krishnan, S., Wang, J.: Data cleaning: Overview and emerg-
ing challenges. Proceedings of the ACM SIGMOD International Conference on
Management of Data pp. 2201–2206 (2016)

6. Cichy, C., Rass, S.: An overview of data quality frameworks. IEEE Access 7, 24634–
24648 (2019)
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