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Abstract. Learning from imbalanced data streams is one of the challenges for 

classification algorithms and learning classifiers. The goal of the paper is to propose 

and validate a new approach for learning from data streams. However, the paper 

references a problem of class-imbalanced data. In this paper, a hybrid approach for 

changing the class distribution towards a more balanced data using the over-

sampling and instance selection techniques is discussed. The proposed approach 

assumes that classifiers are induced from incoming blocks of instances, called data 

chunks. These data chunks consist of incoming instances from different classes and 

a balance between them is obtained through the hybrid approach. These data chunks 

are next used to induce classifier ensembles. The proposed approach is validated 

experimentally using several selected benchmark datasets and the computational 

experiment results are presented and discussed. The results of the computational 

experiment show that the proposed approach for eliminating class imbalance in data 

streams can help increase the performance of online learning algorithms. 

Keywords: classification, learning from data streams, imbalanced data, over-

sampling, instance selection 

1 Introduction 

Data analysis is an area of intense research because data analysis is important from the 

perspective of potential business, medical, social, and industrial applications (see for 

example [1], [2], [3] and [4]). Much attention has been paid to data analysis because data 

analysis tools can be used to support decision-making processes. On the other hand, there 

are many real applications (including in human activities) which result in the growing 

volume of data as well as evolving their characteristics. Today, the commonly used term 

Big data emphasises both the aspect of data growth and the importance of data and its 

analysis, i.e. the volume and value of data are emphasized.  

Big data is also defined in terms of velocity, which refers to data properties that are 

changed over time. It is another important dimension of the current data trend. In many 

real implementations, the data are accumulated with high speeds and flows in from 

different sources like, for example, machines, networks, social media, mobile phones, etc. 

Examples include Google or Facebook, on which 3.5 billion searches are made every day, 

and where the number of users has been seen to increase by approximately 22% from 

year to year. This also implies that there is a massive and continuous flow of data. Such 
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a change of data properties over time is referred to as data drift, which has a relation with 

the dynamic character of the data source [5], [6]. Such changes are also referred to as a 

concept drift [7] or dataset shift [8]. Data streams are also referred to when new instances 

of the data are continuously provided.  

When data analysis is a process of seeking out some important information in raw data 

as well as organising raw data to determine the usefulness of information, the process of 

extracting important patterns from such datasets is carried out under the umbrella of data 

mining tasks. Among these tasks is a classification, where assigning data into predefined 

classes is core. A classifier, which a role in the assigning of data to classes, is a model 

produced under the machine learning process. The aim of the process is to find a function 

that describes and distinguishes data classes. The process is called learning from data 

(learning from examples or, shortly, learning classifier from data) [9], where machine 

learning tools are used as learner models. From the implementation point of view, the 

process consists of a training and testing phase. 

It should be noted that if a dataset with examples is categorical, then learning from 

examples is based on the existence of certain real-world concepts which might or might 

not be stable during the process of learning [9]. In the case of data streams, data which 

change over time together with the concept, involve changes which are difficult to predict 

in advance. Indeed, standard machine learning algorithms do not work with such data 

when their properties change over time. In other words, the algorithms cannot efficiently 

handle changes and the concept drift. Thus, learning classifiers from data streams are one 

of the recent important challenges in data mining. The challenge is to find the best way 

to automatically detect the concept drift and to adapt to the drift, as well as the associated 

algorithms, which will enable the fulfilment of all the data streaming requirements such 

as constraints of memory usage or restricted processing times. A review of different 

approaches for concept drift detection and their discussion is included in [14]. 

Data streams can be provided online, instance by instance or in block. It means that 

the learning algorithm can process instances appearing one by one over time, or in sets 

called data chunks. When the latter case, all learning processes are performed when all 

instances from the data chunk are available.  

To deal with the limitations deriving from the stream character of data, so-called 

summarisation techniques can be used for data stream mining. Sampling or window 

models are proposed for such summarisations. From an implementation point of view, 

this means that a relatively small subset of data is processed. Of course, the size of the 

subset must be pre-set, but the core of such an approach is based on updating such a subset 

of data after a new chunk of data has arrived, and the removal of some instances from the 

subset with a given probability instead of periodically selecting them [10]. Other 

techniques are also available, including the weighted sampling [11] method or sampling 

within the sliding window model [12]. For example, the sliding window approach 

assumes that the analysis of the data stream is limited to the most recent instances. In a 

simple approach, sliding windows with a fixed size include the most recent instances and 

each new instance replaces the oldest instance. Window-based approaches are also useful 

due to their ability to quickly react to data changes. However, the size of the window is 

crucial. When the size is small the reaction can be relatively quick, although to the small 

size of the window may also lead to a loss of classification accuracy. Data summarisation 

techniques are also promising because they integrate well with drift detection techniques. 

Thus, when changes in the concept are detected a learner is updated or rebuilt. The main 
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idea is based on keeping informative instances in the window frame, forgetting instances 

at a constant rate, and using only a window of the latest instances to train the classifier 

[13]. Of course, the question is which strategy should be implemented to the updating, 

including the forgetting, of the instances in the data window. 

Another problem merging with learning from data streams concerns the process of 

classifier induction. A basic approach is based on so-called incremental learning. 

Incremental learning predicts a class label of the incoming instance and afterwards, 

information about whether the prediction was correct or not becomes available. The 

information may then be used for updating a classifier. However, a decision to modify or 

induce a new one classifier depends on the implemented adaptation mechanism. There 

are several different approaches to incrementally build new classifiers (see for example 

[13], [15]).  

An approach supporting incremental learning from data streams can be also based on 

the decomposition of a multi-class classification problem into a finite number of the one-

class classification problems [16]. This approach allows an independent analysis of the 

instances of each considered class, as well as the process of drift change monitoring. 

However, the results of such an independent analysis must be finally merged to obtain a 

classification model which will readily predict class labels for new instances following 

into the system. 

Data stream mining requires the monitoring of drift detection as well as class 

distributions. Both problems belong to a challenging task itself. When the concept drift is 

detected it results in the data becoming unbalanced. Class imbalance is typical of streams 

of data and diametrically increases the difficulties associated with the learning of data 

process. Class imbalance may also negatively influence the learning process and decrease 

its accuracy. This phenomenon is important because these changes can be very dynamic. 

As has been underlined in [14], classes may switch roles, and minority classes may 

become the majority one, and vice versa. Such phenomena may have a dynamic character 

with a high frequency. The problem of class imbalance in learning from data streams is 

the main topic of this paper. This paper deals with a problem eliminating this 

phenomenon.  

The aim of this work is to show that extending the functionality of the online learning 

approach, previously proposed in [17], by adding methods to balance the minority and 

majority classes, i.e., for supporting the analysis of the imbalanced data within the stream, 

increases the performance of the online learning algorithm. The proposed approach is 

based on over-sampling and under-sampling (i.e., instance selection) techniques that are 

implemented to form data chunks which are then used to induce the ensemble of 

classifiers. The main contribution of the paper is therefore to propose an over-sampling 

approach and extend the online learning framework presented in [17] through new 

computational functionalities.    
This paper is organised as follows. The following section includes problem 

formulation. Then, a framework for learning from data streams is presented. In subsection 

3.1, a proposed approach for changing the class distribution towards a more balance form 

are described; this subsection presents details of the proposed over-sampling approach. A 

detailed description of the computational experiment setup and the discussion of the 

experimental results is then included in section 4. Lastly, the final section contains 

conclusions and directions for future research. 
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2 Learning from Data Streams – Problem Formulation 

A data stream can be considered as a sequence X1 , . . , X𝑡 , …,, where X𝑖  may be defined 

as a single instance or a set of instances, when instances appear not one by one in time 

but form sets, called data chunks. So, in the case of online learning from data streams, the 

sequence appears in a form {𝑥1, 𝑥2, … , 𝑥𝑡 , … }, where 𝑥𝑡  is the t-th example’s feature 

vector and t is a step of learning.  

Considering the training phase, where the learner is produced, the sequence has a form 

of pairs {(𝑥, 𝑐)1, (𝑥, 𝑐)2, … , (𝑥, 𝑐)𝑡 , … }, where c is a class label associated with x, and is 

taken from a finite set of decision classes 𝐶 = {𝑐𝑖: 𝑖 = 1, … , 𝑑}. d is the number of classes 

established for the current step (the time step). During the training phase, such sequence 

pairs are provided to the learning algorithm as the training instances T. The role of the 

machine learning algorithm is to use these data pairs to find the best possible 

approximation f’ of the unknown function f such that 𝑓(𝑥) = 𝑐. After that, based on f’ a 

class 𝑐 = 𝑓′(𝑥) = 𝑐 for x, where (𝑥, 𝑐) ∉ 𝑇 can be predicted. 

In online learning, feedback on the actual label can be obtained after a prediction is 

made. In the case of an incorrect class assigned to x in step t, the feedback information 

can be used to update the function f’ for the next steps.  

When the classified data stream is given in a form of data chunks, it can be denoted by 

S𝑡 meaning that it is the t-th data chunk. In such a case, the training set is formed from 

such data chunks (𝑆𝑡 ⊂ 𝑇 and |𝑆𝑡| < |𝑇|) or, of course, may form such a training set itself 

(𝑆𝑡 = 𝑇 and |𝑆𝑡| = |𝑇|). 
Set T can be also noted as a sum of subsets to whom the instances from different classes 

belong, i.e., as 𝑇 =  𝑇1 ∪ 𝑇2 ∪ … ∪ 𝑇𝑑. When set T is analysed with regards to the 

number of different classes to whom the instances forming this set belong, the problem 

of within-class imbalance can be observed. The problem of imbalanced data exists, when 

∃𝑖,𝑗∈{1,…,𝑑} |𝑇
𝑖| ≠ |𝑇𝑗|, where 𝑖 ≠ 𝑗. In such a case 𝑇𝑚𝑖𝑛𝑜𝑟𝑖𝑡𝑦

𝑖  (𝑖 ∈ [1, … , 𝑑]) contains the 

minority class dataset, which means that the cardinality of 𝑇𝑚𝑖𝑛𝑜𝑟𝑖𝑡𝑦
𝑖  is smaller than the 

cardinality of each of the remaining subsets of T representing the remaining classes. On 

the other hand, among these remaining subsets, there is the majority class subset 

containing the majority class instances. 

In this paper, it is assumed that a training set is formed by one data chunk, so it is a 

case of (𝑆𝑡 = 𝑇). 

3 An Approach for Learning from Imbalanced Data Streams 

3.1 Online Classifier for Data Streams 

In this paper, the problem of online learning from data streams is solved using the 

framework that had previously been proposed in [17]. The framework is based on three 

components which focus on data summarisation, learning, and classification.  

The framework involves the processing of data chunks which consist of prototypes 

formed from a sequence of incoming instances for which predictions were incorrect. Data 

chunks are formed by the data summarisation component. This component consists of 

methods responsible for extracting instances incoming from a classification component. 
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The aim of the component is to permanently update data chunks by selecting adequate 

instances (called prototypes) from incoming data, memorising them and 

forgetting/removing other (non-informative) instances. The role of this component is to 

then pass the created or updated data chunk to the learning component. Such an updating 

mechanism is intended to help the system adapt to outside changes viewed in the data. 

Forming data chunks from incoming instances for which predictions were incorrect is 

also an approach for concept drift detection within data streams.  

The idea implemented within the discussed approach is also based on the integration 

of online learning by sequentially inducing the prediction model. The existing feedback 

is assumed from a comparison of predicted class labels with the true labels. It means, in 

the proposed case, that a new classifier is constructed whenever a new data chunk 

becomes available. 

The discussed framework is also based on a decomposition of the single multi-class 

classification problem into a set of one-class classification problems. This implies that a 

multi-class classification problem is solved using an ensemble of single one-class 

classifiers, i.e., one for each target class. It thus means that the incoming learning 

component data chunks are partitioned into subsets with so-called positive and negative 

instances for each considered decision class. Based on such a preparation of training data, 

a pool of the simple base classifiers is induced. These classifiers are represented by the 

matrix  consisting of 𝑑 ×  𝜏 elements, i.e., K one-class classifiers, one for each target 

class. The approach is also based on the remembering of earlier-induced classifiers and τ 

represents the earlier steps with respect to data chunks that do not already exist in the 

system and which have been forgotten. This also means that the ensemble consists of the 

fixed-size set of classifiers, depending on the value of 𝜏. The ensemble is updated when 

a new data chunk arrives. Then, a new induced classifier replaces the worst component 

in the ensemble. However, the process is associated with weights assigned to each of the 

base classifiers, based on the WAE approach (see [14]), where the value of weight 

increases if the classifier has been taking the correct decisions. 

Finally, the aim of the classification component is to classify new incoming instances 

using ensemble classifiers. Because the classifier is constructed from K one-class 

classifiers, the prediction result produced by the ensemble classifier is determined through 

the weighted majority vote. 

In summary, online learning from data streams based on the proposed framework is 

the following:  

- three components are integrated with feedback from a comparison of predicted class 

labels with the true labels as a core to adapting the system to changes within data, 

- the learning classifier is carried out using data chunks, 

- a training data set consists of one data chunk,  

- data chunks are formed from incoming instances for which former predictions were 

incorrect, 

- a data chunk is updated to represent the current and representative instances, 

- the learning classifiers are based on a decomposition of the single multi-class 

classification problem into a set of one-class classification problems, 

- data classification is carried out using a weighted ensemble for one-class 

classification, 
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- the system is based on updating existing ensemble classifiers according to new 

incoming data.  

The structure of the framework is shown in Figure 1. The next subsection provides 

more details on the process forming the data chunks, which is core to this paper. 

 

 

 

 

Fig. 1. Data processing by the proposed online learning approach 

 

3.2 Training Data Set Forming and Updating 

This subsection addresses the problem of forming data chunks from incoming 

instances. These data chunks are next used as a training data set. The proposed approach 

assumes  that the size of the data chunk cannot be greater than the acceptable threshold. 

However, the following cases must be considered during the forming data chunks: 

- the size of the data chunk is determined by the defined threshold, that respectively 

means that ∑ |𝑇𝑖| = 𝛼𝑑
𝑖=1 , where 𝛼 is the value of the threshold, 

- when the size of the data chunk is smaller than the threshold size, incoming instances 

are being added to data chunk. However, each new instance is allocated to the 

corresponding subset of T, depending on the decision class of these instances, 

- when the size of the data chunk is equal to the threshold, the chunk is updated and a 

new incoming instance replaces the other instance included in the current data 

chunk, 

- the process of forming and updating the data chunk is guided in such a way as to 

maintain a balance between instances belonging to the considered classes, meaning 

that the sum of the sizes of the subsets for instances representing considered decision 

classes is not greater than the threshold, 

 

The balance between instances belonging to minority and majority classes within data 

chunks is carried out using so-called data level methods. Data level methods aim to 

transform an imbalanced dataset into a better-balanced one by reducing the imbalance 

ratio between the majority and minority classes. The reduction can be carried out by over-

sampling or under-sampling. 

The aim of the under-sampling approaches is to balance the distribution of data classes. 

In practice, under-sampling techniques just remove instances from the majority class. The 
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strength of this approach depends on the kind of rules that have been implemented for 

instance removal. Many methods belonging to this group are based on clustering and 

instance selection [19].  

The proposed ensemble classifier for mining data streams assures a balanced 

distribution between minority and majority class instances using an approach based on 

instance selection. Instance selection aims to decide which from available and incoming 

instances should be finally retained and used during the learning process. So, the data 

chunk can be updated by replacing an older instance with a new one. Of course, the 

instance selection process can also decide whether or not to update the data chunk. The 

process of instance selection is carried out only on this part of instances belonging to the 

same decision class. 

To decide whether the instances can be added to the current set, two well-known 

instance selection techniques, i.e., the Condensed Nearest Neighbour (CNN) algorithm 

and the Edited Nearest Neighbour (ENN) algorithm - both adopted to the considered one-

class classification problem through applying the one-class k Nearest Neighbour method 

– called the Nearest Neighbour Description (NN-d) [20] – have been used. The adaptation 

assures instance selection processing for instances independently from considered 

decision classes. The pseudocode of the updating methods, denoted CNN-d and ENN-d 

respectively, are included in [17]. 

When in the current step of learning the number of instances in the subsets of T is not 

equal to the assumed threshold, the over-sampling procedure is activated on these subsets 

of instances to obtain a more balanced distribution of instances belonging to all classes. 

 The over-sampling procedure starts with identifying reference instances for two 

clusters of instances which do not belong to the minority class. In the presented clustering 

procedure, a k-means algorithm is used. The centres of the produced clusters are used for 

representing the reference instances. Next, for the reference instances, the procedure finds 

their neighbours belonging to the minority class. The closeness of neighbours is measured 

using the Euclidean measure and the number of neighbours is a parameter of the 

procedure. Next, an artificial instance located between the identified neighbours is 

generated randomly. 

The pseudo-code explaining how an artificial instance is generated is shown as 

Algorithm 1. The algorithm is also illustrated in Figure 2. Algorithm 2 shows the pseudo-

code of the proposed over-sampling procedure. 

 

Algorithm 1 Generation of an artificial instance (GAI) 

Input: x1, x2 – reference instances for the minority class; S – a subset of instances; 

k - number of neighbours;  

Output: xa – an artificial instance; 

Begin 

For x1 and x2 find its k-nearest neighbour instances, which belong to S and where 

N contains the neighbour instances; 

Generate randomly an artificial instance xa located between instances from N; 

Return xa; 

End 
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Algorithm 2 Over-sampling procedure for the minority set of instances  

Input: T - training set; k - number of neighbours; d - the number of classes; 𝛼 is 

the value of the threshold 

Output: 𝑇 =  𝑇1 ∪ 𝑇2 ∪ … ∪ 𝑇𝑑 - sets of balanced instances forming a training 

set.  

Begin 

𝛽 ≅
𝛼

𝑑
; 

For i:=1,…,d do 

If |𝑇𝑖| < 𝛽 then 

For subset ⋃ 𝑇𝑗
𝑗:𝑗∈{1,..,𝑑}\{𝑖}  and run k-means algorithm for k=2 and for each 

obtained cluster return their centres as reference instances 𝑥1
𝑟 and 𝑥2

𝑟; 

𝑇𝑖 = 𝑇𝑖 ∪ {𝐺𝐴𝐼(𝑥1
𝑟 , 𝑥2

𝑟 , 𝑘, 𝑇𝑖)}; 

End If 

Return 𝑇1, 𝑇2, … , 𝑇𝑑; 

End 

 

 

 
 

Fig. 2. Generation of an artificial instance 

4 Computational Experiment 

The computational experiment results are provided in this section. The aim of the 

experiment computation was to evaluate the performance of the approach discussed in 

this paper. The performance of the approach has been measured based on classification 

accuracy. 

Based on this simple measure, the reported experiment aimed to answer the following 

question: whether the proposed approach, assuring a uniform class distribution in the 
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training data set, is competitive with the other approaches dedicated to solving online 

learning from data streams.  

In this paper, the proposed approach has been denoted as WECOI (Weighted 

Ensemble with one-class Classification and with Over-sampling and Instance selection). 

The WECOI approach has been implemented in two versions using the CNN-d and ENN-

d algorithms for instance selection. 

The WECOI has been also compared with its earlier versions denoted as WECU 

(Weighted Ensemble with one-class Classification based on data chunk Updating) and 

OLP (Online Learning based on Prototypes) (see [17]). The WECU has been 

implemented as an ensemble model updated based on the weights assigned to each one-

class classifier. The WECU has also been implemented in a version based on a simple 

ensemble model with a simple majority voting to combine member decisions; such 

versions of the algorithm are denoted as WECUs. The OLP uses a simple ensemble model 

in which ensembles are updated by removing the oldest classifier. For comparison, 

WECOI has been also implemented in a version based on a simple ensemble model, 

denoted as WECOIs. 

Both algorithms, i.e., WECU and OLP use CNN or ENN (or CNN-d and ENN-d in 

the case of WECU) to update data chunks but without balancing the class distribution 

within a training data set. 

The aim has also been to compare the obtained results with others i.e., the Accuracy 

Weighted Ensemble (AWE) [23], the Hoeffding Option Tree (HOT), and the iOVFDT 

(Incrementally Optimized Very Fast Decision Tree) [21], [22], which are implemented as 

extensions of the Massive Online Analysis package within the WEKA environment. In 

the case of the WECOI and WECU approaches, the POSC4.5 algorithm has been used as 

a learning tool to induce base classifiers. In the case of OLP, the C4.5 algorithm has been 

applied to induce all the base models for ensemble classifiers.   

The computational experiments have been carried out with parameter settings 

presented in Table 1. The values of the parameters have been set arbitrarily based on the 

trial-and-error procedure.  

Table 1. Parameter setting in the reported computational resutls 

Parameter  

𝜏 – number of base classifiers 5 

𝛼 – size of the data chunk the value is shown in Table 2 

number of neighbors for GAI 2 

number of neighbors for ENN 3 

metric distance for GAI Euclidean 

metric distance for ENN and CNN Euclidean 

 

All algorithms have been applied to solve the respective problems using several 

benchmark datasets obtained from the UCI Machine Learning Repository [24] and IDA 

repositories [25]. The used datasets are shown in Table 2. 

An experiment plan was based on 30 repetitions of the proposed schema. The 

instances for the initial training set were selected randomly from each considered dataset. 

The number of selected instances was limited to the set threshold. The mean values of the 
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classification accuracy obtained by the WECOI model based on an assumed experiment 

plan are shown in Table 31. In the table the performances of WECU, OLP, AWE, HOT, 

as well as iOVFDT are also presented.  

The results presented in Table 3 show that the WECOI model can be considered as a 

competitive algorithm. When the results are analysed for the approach used for instance 

selection, the general conclusion is that using ENN is superior to CNN. The observation 

holds true for all considered datasets.  

Another observation is that using a simple majority voting does not guarantee 

competitive results like when using weighted majority votes.  

 

 

Table 2. Characteristics of the dataset used in the experiment 

Dataset Source #instances #attributes #classes 

Best 

reported 

results 

classification 

accuracy 

Threshold 

(as % of 

the data 

set) 

Heart UCI 303 13 2 83.8% ꜝ 10% 

Diabetes UCI 768 8 2 80.12% ‡ 5% 

WBC UCI 699 9 2 99.3% ‡ 5% 

Australian credit (ACredit) UCI 690 15 2 92.1% ‡ 9% 

German credit (GCredit) UCI 1000 20 2 80.3% ‡ 10% 

Sonar UCI 208 60 2 97.1% ʺ 10% 

Satellite UCI 6435 36 6 - 10% 

Banana IDA 5300 2 2 89.26% ꜝ 20% 

Image UCI 2310 18 2 80.3% † 20% 

Thyroid IDA 215 5 2 95.87% ꜝ 10% 

Spambase UCI 4610 57 2 82.37% ʹ 20% 

Twonorm IDA 7400 20 2 97.6% ꜝ 20% 

Sources: 

ꜝ - [26], ‡ - [27], † - [28], ʺ - [24], ʹ - [29] 

 

 
1 The best solution obtained by the compared algorithms is indicated in bold. The underline 

indicates the best solution obtained by the WECOI or WECU algorithm. 
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Table 3. Average classification accuracy (in %) obtained by the compared algorithms 
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WECOI can be also considered as competitive with the other algorithms for which 

results have also been obtained, i.e., AWE, HOT, and iOVFDT. 

However, the main conclusion should be formulated for the results obtained by the 

approach aiming for a balance of instances distribution belonging to different decision 

classes. When analysing the results obtained by the WECOI and WECU models (results 

for these algorithms have been underlined in the table), better results were obtained with 

WECOI. Thus, the WECOI model is superior to the WECU one. On the other hand, both 

algorithms outperform OLP. 

5 Conclusions 

This paper contributes to our understanding of how data streams can work with 

imbalanced data, through extending the presented framework. Here, an approach for 

balancing class distributions within data chunks based on over-sampling and instance 

selection is proposed. These techniques have been implemented within the data 

summarisation component which aims to prepare training data to be used for learning 

classifiers. Over-sampling has been used as a tool for instance duplication in the minority 

class when instance selection has been used as a procedure for reducing the number of 

instances in the majority class. 

The proposed approach has been evaluated and compared with other approaches and 

the computational experiment results show that the approach is competitive with others. 

Specifically, the proposed algorithm for balancing class distribution within the data 

stream overcomes its previous version where the imbalanced data problem was ignored. 

Future research will focus on studying the influence of the size of data chunks as well 

as the number of neighbours in the generation of an artificial instance (GAI) on the 

accuracy of the proposed online learning approach. The future direction of the research 

will also allow the validation of different over-sampling techniques and the selection of 

the best one to be made. 
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