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Abstract. The Common Vulnerability Scoring System (CVSS) is the
industry standard for describing the characteristics of software vulner-
abilities and measuring their severity. However, not all publicly known
vulnerabilities have criticality rating in CVSS 3.x, which is the latest
and most advanced version of the standard. This is due to the large time
gap between the publication of the CVSS 2.0 and CVSS 3.x standards,
the large number of the detected and published vulnerabilities at the
time, and significant differences in the method of determining vulnerabil-
ity criticality and assigning vector properties to evaluation components.
Consequently, organizations using CVSS to prioritize vulnerabilities use
both CVSS versions and abandoned the full transition to CVSS 3.x stan-
dard. In this paper authors introduce machine learning algorithms for
performing conversions from CVSS 2.0 to CVSS 3.x, scores, which should
significantly facilitate the upgrade to CVSS 3.x standard for all stake-
holders. The considered case corresponds to a real world application with
a large potential impact of the research.

Keywords: Security - CVSS Score - Well-known Vulnerabilities - Ma-
chine Learning.

1 Introduction

The Common Vulnerability Scoring System (CVSS) is the industry standard
for describing the characteristics of a software vulnerability and measuring its
severity [6]. CVSS was first introduced as a research project by the National
Infrastructure Advisory Council (NIAC) in 2005 [18], and afterwards accepted
by other organizations [26]. It consists of three categories: Base (Bg), Tempo-
ral (Ts) and Environmental (Eg). The Bg category is marked by vulnerability
properties that are time invariable. The Bg category properties include access
complexity, access vector and the assessment of the extent to which the vulner-
ability may threaten confidentiality, integrity and system availability. The Tg
category describes properties that may change over time. In particular, the Tg
category contains information on the existence of a public exploit and patches
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availability, whilst the Fg category includes information on the systems environ-
ment affected by the detected vulnerability.

The standard update to version 3.0 was published in 2015 [10] and signifi-
cantly differs from the previous version in the method of determining the vulner-
ability criticality and assigning vector properties to the evaluation component.
The following changes were introduced in the Bg category in the latest CVSS
version (Table 1):

— the measurement parameters of confidentiality, availability and integrity,
have been changed to: none, low or high,

— a physical value (P) has been added to the attack vector, which indicates
the security vulnerability in which the attacker must have a physical access
to the system in order to be able to exploit it,

— the required permissions (PR) parameter has been added to indicate whether
administrative permissions or other need to be achieved on the target system,
in order to successfully exploit the vulnerability.

Table 1. Difference between CVSS 2.0 and CVSS 3.1. properties of Bgs category

CVSS 2.0 CVSS 3.1

Access Vector (AV) Attack Vector (AV)
Access Complexity (AC) |Attac Complexity (AC)
Authentication (Au) Privileges Required (PR)

User Interaction (UI)
Confidentiality Impact (C)|Confidentiality Impact (C)

Integrity Impact (I) Integrity Impact (I)
Availability Impact (I) Availability Impact (A)
Scope (S)

In the Ts category, the name of the vector FExploitability was changed to
Ezxploit Code Maturity, whereas the rest of the vectors remained unchanged. In
the Fg category, the implemented change involves the replacement of two indi-
cators with so-called modified base scores. Essentially, each of the base metrics
can be modified by the organization in order to reflect differences in the tested
environment (Table 2).

After the publication of the CVSS 3.0 standard, a large number of companies
criticized it for inaccurate parameter descriptions and thereby allowing for their
different interpretation [14]. In 2019, the CVSS 3.1 update was released, which
specified the description of the metrics, making them more understandable for
the recipient. However, the method of calculating the vulnerability assessment,
as well as the parameters form and vector representation, have not changed [11].

Since there is a 10-year difference between the publications of the CVSS 2.0
and CVSS 3.0 standard, it was not possible to convert all scores from CVSS
2.0 to the newer version automatically. Consequently, only new vulnerabilities
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Table 2. Difference between environmental category for CVSS 2.0 and CVSS 3.1.

CVSS 2.0 CVSS 3.1
Collateral Damage Potential (CDP)
Target Distribution (TD)

Attack Vector (MAV)

Attack Complexity (MAC)
Privileges Required (MPR)
User Interaction (MUI)

Scope (MS)

Confidentiality Impact (MC)
Integrity Impact (MI)
Availability Impact (MA)
Confidentiality Impact (MC)
Integrity Impact (MI)
Availability Impact (MA)
Confidentiality Requirement (CR) |Confidentiality Requirement (CR)
Integrity Requirement (IR) Integrity Requirement (IR)
Availability Requirement (AR) Availability Requirement (AR)

contain both criticality assessments (currently 73179), the remaining 73856 vul-
nerabilities, which accounts for 51% of the known vulnerabilities, so far have not
been assigned the CVSS score according to the latest version of the standard [20].
Consequently, organizations using CVSS in order to prioritize vulnerability fixes,
use both versions [8]. The described situation also causes delays in publishing
the vulnerability with its assessment [6], which additionally increases the time
gap between the vulnerability publication and its repair [26]. Not every factor
responsible for the criticality of the given vulnerability will not be considered,
if the CVSS 2.0 is used. Moreover, in case the person responsible for maintain-
ing the IT service obtains the same vulnerability with two different assessments
(CVSS 2.0 and CVSS 3.x), the use of these both standards causes a dissonance
in vulnerabilities prioritization.

The main objective of this work is to calculate all components of the CVSS
vector for Bg category for all the remaining 73856 vulnerabilities, which have
not so far been assigned the base score. The novel contribution of this work
consists in performing automatic conversions from CVSS 2.0 to CVSS 3.x base
score, i.e. Bg category, using machine learning algorithms. The value of this
contribution is further enhanced by the fact that the machine learning algorithms
are applied to difficult data derived from CVSS database and that the considered
case corresponds to a real world application with a large potential impact of the
research. This paper is divided into the following sections:

— Related Work - section presents other work related to the present topic. It is
devoted to a brief description of work related to machine learning algorithms
and CVSS predictions.

— Methods — section presents the description of methods used for the prepa-
ration of the database and the machine learning algorithms.

ICCS Camera Ready Version 2021
To cite this paper please use the final published version:
DOI] 10.1007/978-3-030-77967-2_21 |



https://dx.doi.org/10.1007/978-3-030-77967-2_21

4 M. Nowak et al.

— Results - section contains the discussion of the results describing the advan-
tages of the proposed machine algorithms.

— Conclusions - section gives the summary of the presented results and intro-
duces fields for further research.

2 Related Work

A large number of authors criticized the currently used CVSS standard explicitly
and attempted to improve the criticality assessment of the detected vulnerabil-
ities, [21,22,7,15]. Despite the aforementioned criticism, the CVSS standard is
widely used by corporations to prioritize vulnerability fixes, supporting the vul-
nerability management process [8]. However, as noticed in [26] each organization
approaches the problem differently. Therefore, in order to help organizations
to streamline the process by more effective adaptation of the vulnerability as-
sessment to the vulnerability assessment more efficiently to the consequences
of its use, new methods were proposed, for instance, by introduction of solu-
tions enabling the vulnerability predictions [27,12] or facilitating vulnerability
assessment using patterns and machine learning [24]. Additionally, the developed
algorithms for automatic estimation of the CVSS Bg score, which is obtained
from the vulnerability description in order to accelerate the publication process
in public National Vulnerability Databases (NVD) [6,13] and to include other
categories such as T [23] and Eg [17,26]. Despite the indicated works, corpora-
tions are still forced to use both standards in order to prioritize the vulnerability
correctly [8].

However, to the best knowledge of the authors nobody tried so far to use
machine learning to convert scores from CVSS 2.0 to CVSS 3.x standard by
estimating all the component values of the result vector included in the final as-
sessment, in order to facilitate the stakeholder vulnerability management process
only by the latest version of the standard.

3 Methods

In this section first the description of methods used for the preparation of the
database is given and then is followed by the description of the machine learning
algorithms.

Open-source software suite: Vulnerability Management Center (VMC) [26,
25,5], was used to prepare a database for known vulnerabilities and weaknesses
considering information collected from the public sources. The VMC software
also provides an Application Programming Interface (API) for Python that was
used to write a script for selection of training data of the vulnerability critical-
ity assessment for both CVSS 2.0 and CVSS 3.x standards. This generated a
database with 73179 items. For each item, the script transformed an alphanu-
meric value of the vector to a numerical form using the CVSS 2.0 specification,
cf. an example for Access Vector field given in Table 3 [10]. Similarly, the data
has been converted from an alphanumeric form of the CVSS 3.x vector to the
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numbers of the corresponding classes, cf. an example given in Table 4 for Attack
Vector field. Thus one obtains a 7 element vector for Bg CVSS 2.0 standard and
an 8 element vector for CVSS 3.x standard. The allowed values of the vectors’
elements are defined by the respective CVSS 2.0 and 3.x standards. The Bg
scores that are known for both CVSS 2.0 and 3.x standards establish a mapping
between both sets of vectors. An initial analysis of this mapping revealed how-
ever, that there are many instances of CVSS 2.0 vectors that map spuriously on
different CVSS 3.x vectors. As a consequence the machine learning algorithms
applied to this mapping performed moderately. Therefore, in order to reduce
the number of vectors that map spuriously and to improve the performance
of the machine learning algorithms the CVSS 2.0 vector was augmented by 50
elements. The additional elements of the CVSS 2.0 vector were derived from
the description fields of each vulnerability, which are available from the CVSS
2.0 vulnerability database. Performing the statistical analysis of the available
descriptions, the 50 most frequently occurring keywords were selected, ordered
and converted into numbers. The details of this process can be found at [16].
The number corresponding to a keyword was obtained by counting the number
of occurrences and dividing by 100. Thus obtained vectors were concatenated
with the existing 7 element CVSS 2.0 vector forming a 57 element extended
CVSS 2.0 vector. The necessary text processing was carried out using library
Natural Language Toolkit (NLTK) [2].

After extending the CVSS 2.0 vector a new mapping was established between
the Bg scores that are known for both CVSS 2.0 and 3.x standards, which is
the subject of the subsequent machine learning analysis. Table 5 gives an insight
into the nature of this mapping. As can be seen there is a large imbalance in
the learning data. The greatest imbalance occurs for the AV parameter, where
841 CVSS 2.0 vectors were obtained for the class with index 0, while class 3
contains 53732 vectors. The difficulty of the problem is further increased by a
large number of the considered classes.

Table 3. Enumerated members for CVSS 2.0 field Access Vector (AV) and their asso-
ciated numerical values as described by the CVSS 2.0 specification.

Metric Value Numerical Value
Local (AV:L) 0.395

Adjacent Network (AV:A)|0.646

Network (AV:N) 1.0

For the defined mapping the training set formation procedure was performed
in two stages. In stage one undersampling [9] was performed. This stage involves
the following 2 steps:

— for each CVSS 3.x vector class the median of CVSS 2.0 extended vectors
is obtained by selecting the most frequently occurring CVSS 2.0 extended
vector.
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Table 4. Enumerated members for CVSS 3.x field Attack Vector (AV) and their pro-
posed associated numerical values.

Metric Value |Numerical Value
Network (N) |3
Adjacent (A)
Local (L)

Physical (P)

O = N

Table 5. The number of CVSS 2.0 vectors that map onto a specific classs of the CVSS
3.x vector.

CVSS 3.x|Class index|No of CVSS||CVSS 3.x|Class index|No of CVSS
2.0 vectors 2.0 vectors

1 841 Ul 1 26449

AV 2 1573 2 46730

3 17033 1 14074

4 53732 C 2 15932

1 6021 3 43173

AC 2 67158 1 12818

1 4452 I 2 22831

PR 2 19380 3 37530
3 49347 1 1883

g 1 12156 A 2 28440

2 61023 3 42856

— Once the median is known the 80 most correlated vectors with the median
were selected,

In stage two all the vectors selected for in stage one were included in a
common training set. Thus 22 - 80 = 1760 vectors were obtained, where 23
turned out to be common and hence were removed. After completing stage two,
even though the obtained data is imbalanced it is related to a constant selection
rule.

Vectors that are not used for training constitute a testing set. The testing
set must contain vectors from each class of all the CVSS 3.x vector components.
For the initial optimization the testing sets containing 100 vectors were used.
The used testing sets were selected randomly and the selection procedure was
repeated 5 times. The statistics obtained from the results were used to select the
most appropriate classification models for conversion from Bg CVSS 2.0 to Bg
CVSS 3.x scores.

In the final stage the estimation of the classification effectiveness for the
selected algorithms was conducted carrying out 30 trials with testing sets, con-
taining randomly selected 1000 vectors.

Preprocessing was carried out using the Principal Component Analysis (PCA).
Then, the obtained data was processed using six machine learning algorithms:

— Naive Bayes classifier (NB),
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— k-nearest neighbors algorithm (kNN) with euclidean metric (E) and cosine
metric (C), 3 closest neighbors were attained

— Kernel Support Vector Machine (KSVM) in three configurations - with a
linear kernel function and the two others, using Gaussian Radial Basis Func-
tions (GRBF). KSVM (GRBF) has been split into a non-trained kernel
(UGRBF) version and a trained kernel (TRBF) version, which adopts inter-
related 2-fold Cross-validation (2-fold CV), Misclassifcation Ratio (MCR)
and NM algorithm with 30 starting points set.

The detailed description of these algorithms can be found in [3,1,4]. More
detailed information regarding TRBF is provided in [19]. The results obtained
using the described algorithms are presented in the next section.

4 Results

In this section the accuracy of CVSS 3.x score prediction using algorithms which
were described in section 3 when applied to the CVSS classification problem
(section 3) is studied. The original data has been preprocessed by PCA. The
algorithm’s usefulness for the classification of the CVSS 3.x vector was analyzed
using algorithms described in section 3. All classification models were imple-
mented in MATLAB 2015b and were run on a computing server with two CPUs
[Intel Xeon®X5650, 2.66 GHz].

Figure 1 shows the average accuracy for the selected machine learning algo-
rithms calculated by performing five test trials on 100 randomly selected vectors.
The accuracy was calculated by counting the number of correct predictions and
dividing by the number of all testing vectors, i.e. 100 in this instance.
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Fig. 1. The comparison of the average accuracy of the CVSS 3.x vector parameters
recognition with extended CVSS 2.0 vector, using six algorithms: NS, kNN (C), kNN
(E), KSVM (lin), KSVM (UGRBF) and KSVM (TGRBF)
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Fig. 2. The comparison of the average accuracy of the CVSS 3.x vector parameters
recognition with original CVSS 2.0 vector, using six algorithms: NS, kNN (C), kNN
(E), KSVM (lin), KSVM (UGRBF) and KSVM (TGRBF)

Results from Figure 1 show that for the AV parameter the highest average
classification efficiency was obtained for KSVM (TRGBF) and is equal to 93.2%.
Thus KSVM (TRGBF) can be qualified for the next stage of the research.

Considering the AC parameter high average efficiency - 95.8% was recorded
for 3 algorithms: kNN (C), kNN (E) and KSVM (lin). The linear class separa-
bility algorithms results indicate significant advantage over more complex algo-
rithms - KSVM (UGRBF) and (TRGBF), whose efficiency is equal to 94.8%. NB
obtains the lowest efficiency level. However, it still exceeds 94%. Consequently,
also kNN (C), kNN (E) and KSVM (lin) can be selected for the next stage of
the research.

Considering the PR parameter a significant decrease in the average efficiency
with respect to the classification of other parameters of the CVSS 3.x vec-
tor, is visible. Thus, the classification constitutes a concern for NB and KSVM
(UGRFB). Due to kernel’s parameters tuning, KSVM (TRGBF) obtains a 4.4%
higher efficiency than the version with no adaptation - 92.6%. Consequently,
KSVM (UGRFB) algorithm proved to be best suited for this task.

With respect to S parameter all five algorithms obtained an average efficiency
of over 95.5%. The KSVM (UTRGBF) attained the worst performance. Due to
the kernel’s adaptation, the SVM (TGRBF) obtained the same efficiency as the
KSVM with the linear function - 95.6%. The highest efficiency corresponds to
simple algorithms - NB and kNN (E) 96% each. Thus, they can be selected for
further analysis.

All the algorithms classify the U parameter with high accuracy, obtaining an
efficiency result in the range of 95%. For kNN (E), the highest average accuracy,
of all the algorithms marked, was 96.8%. The above-mentioned average consti-
tutes the highest average efficiency classification attained among all parameters.
Therefore, kNN (E) proves to be the only suitable candidate for further analysis.
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Similarly to PR, C seems to be difficult to classify, therefore two algorithms
were selected for further tests - KSVM (TRBF) with an average efficiency equal
t0 94.4% and kSVM (lin) - 92.8%. The remaining algorithms, especially the kNN
and NB families, are marked by a noticeably lower efficiency — in the range of
(85.6-90.2)%.

For I parameter the classification with KSVM (TRBF) provides an average
efficiency in the range of 95.2% and is 2.2% higher than the second KSVM (lin)
in order. The remaining algorithms constitute a similar efficiency level — in the
range of (91.8-92.2)%. Thus the KSVM (TGRBF) becomes the only candidate.

In the case of the A parameter the obtained results of the average classifi-
cation efficiency indicate a 2% advantage of KSVM (TGRBF) over KSVM (lin)
with an exceptional result of 94.4%. Therefore, both algorithms can be accepted
for further analysis. The remaining algorithms also provide a satisfying average
classification efficiency, with the worst result indicating 90.8% for NB.

For the sake of comparison the calculations presented in Fig. 1 were repeated
for the short (7 element) CVSS 2.0 vector. The results of these calculations are
summarised in Fig. 2. Comparing the results from Fig. 2 and Fig. 1 clearly shows
the advantages of using the extended CVSS 2.0 vector for for the considered
machine learning problem.

The selection of the best value for the number of PCs is performed in order to
maximize the classification accuracy and to obtain repeatability of the results. If
several algorithms were initially selected whilst considering the results from Fig.
1, then after PCs analysis only the best performing algorithms were selected.
These algorithms are listed in Table 6 together with the corresponding number
of PCs and the average classification accuracy with standard deviation.

Table 6. The comparison of the best candidates (algorithms) for classification, includ-
ing the number of PCs and the indicated average accuracy obtained from the 5-time
testing trial of the algorithms with a randomly selected 100-element testing set.

Base Metrics|Algorithm Number of PCs / |Alternative| Number of PCs.
average accuracy |algorithm |average accuracy

AV KSVM(TGRBF)[31 / 93.2 £ 2.64%|- -

AC kNN(E) 26 / 95.8 +1.87%|- -

PR KSVM(TGRBF)|11 / 92.6 + 2.83%|KSVM(lin) |52 / 91.4 £+ 4.44%

S NB 33 /96.0 £ 1.60%|- -

U KSVM(lin) 46 / 96.8 £ 1.76%|- -

C KSVM(TRGBF)|8 / 94.4 + 1.43% |KSVM(lin)|51 / 92.8 4+ 1.72%

I KSVM(TGRBF)|[36 / 95.2 £+ 0.74%|- -

A KSVM(TGRBF)|22 / 96.4 + 1.72%|- -

Quality of classification was estimated by calculating MCR, Precision, Re-
call and Fl-score. The classification results obtained with algorithms tested are
compared using 10 repetitions of 5-fold CV. The results obtained are presented
in Table 7.
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Table 7. Precision, Recall, F1-score and MCR calculated for algorithms listed in Table
6

CVSS 3.x|Class index|Precision|Recall |[F1 score| MCR [%]
1 0.1707 |0.4487|0.2443
2 0.7926 |0.6921|0.7387

AV 3 0.7144 10.9497|0.8145 14.16 +0.78
4 0.9550 10.9340(0.9444
1 0.9529 |0.9433|0.9480

AC 2 0.5809 0.6279|0.6034 9.3 £0.20
1 0.9361 |0.9588(0.9472

PR 2 0.7143  |0.6791]|0.6931 [18.15£1.12
3 0.3930 0.3979|0.3847
1 0.8698 10.9271|0.8976

S 2 0.7670 10.6340(0.6941 15.3540.83
1 0.9281 ]0.9592|0.9434

u 2 0.9307 0.8809(0.9051 7.09+0.33
1 0.9863 |0.9885(0.9874

C 2 0.7434 |0.8475|0.7904 {10.13 £0.50
3 0.9316  |0.8784(0.9039
1 0.9931 |0.9641|0.9784

1 2 0.8056 |0.9183(0.8579 |7.40 +0.29
3 0.9345 ]0.8953|0.9144
1 0.9867 10.9585|0.9724

A 2 0.2724 ]0.8021|0.4049 |7.76 £ 0.21
3 0.9629 |0.9031|0.9320

Next, the classification statistics for the selected algorithms is calculated.
Fig. 3 shows the calculated statistics of classifying the CVSS 3.x vector parame-
ters for the selected in Table 6 algorithms. For this calculations the testing sets
consisted of 1000 elements while the tests were repeated 30 times. The greatest
dispersion of the classification accuracy occurs for the parameters PR and C. For
the KSVM(lin) algorithm, used for PR classification, the efficiency range equals
(79.9-93.5%, considering the outlier. The median is equal to 88.35%. The median
value is higher - 88.6%, when using KSVM (TGRBF). However, the values range
dispersion is larger and corresponds to (72.9-92.1)%. Despite the higher median
value when compared with KSVM(lin), KSVM (TGRBF) performed worse. In
the case of parameter C, the situation is similar. The alternative KSVM (lin)
algorithm, except for the lower adjacents, indicates a higher rate for minimum,
maximum and median values - 87.1%, 94.1% and 90.95%, respectively, in com-
parison to 82.3%, 91.8% and 88.8% obtained for KSVM(TGRBF). It is noted
that 5 outliers were obtained for KSVM (TGRBF). The classification accuracy
calculated using 1000 vectors for the remaining CVSS 3.x parameters is also
lower than the one shown in Table 6. The median values for these parameters
are as follows: AV - 89.75%, AC - 93.3%, S - 95.0%, U - 94.25%, I - 92.6%, A
- 94.80%. The dispersion of values for these parameters is significantly smaller
than for PR and C parameters.
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Qualitative Severity Rating Scale levels.

Full statistical analysis for algorithms used is shown in Table 8.

Comparing results from Tables 7 and 8 one can observe that AV, PR and S
from validated using real tests perform better than what cross-validation would
suggest (100% - MCR|[%] vs. accuracy and Fl-score). Additionally, with 10-fold
CV when compared with 5-fold CV MCR is reduced by 0.6%, 0.35% and 2.1%,
respectively for AV, PR and S, whilst other parameters stay unchanged. This
implies that AV, PR and S are very sensitive to the number of samples of the
learning set. These observations particularly apply to the first class in the case
of AV and third class for PR.

Finally, the statistics of Bg CVSS 2.0 to CVSS 3.x conversion accuracy for the
and the Qualitative Severity Rating Scale levels and the final CVSS 3.x score
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Table 8. Precision, Recall, F1-score and MCR calculated for algorithms listed in Table
6 obtained from the 30-time testing trial of the algorithms with a randomly selected
1000-element testing set.

CVSS 3.x|Class index|Precision|Recall [F1 score|Accuracy
1 0.2167 |0.2273|0.2198
2 0.7296 |0.8274|0.7674

AV 3 0.8201 |0.9429|0.8672 8975+ 1.0
4 0.9626 |0.9334|0.9474
1 0.9592 |0.9693|0.9642

AC 2 0.6541 |0.5854|0.6163 93.4£0.73
1 0.9790 |0.9582|0.9683

PR 2 0.7565 |0.8086(0.7744 [88.12 £ 2.49
3 0.3219 |0.3100(0.3137
1 0.9851 |0.9558|0.9702

S 2 0.7689 |0.9097|0.8330 94.9440.71
1 0.9454  |0.9629|0.9539

U 2 0.9345 |0.9064(0.9197 94154081
1 0.9813 |0.9834|0.9823

C 2 0.7198 |0.8059(0.7537 [90.72 £ 1.75
3 0.9407 |0.9149|0.9269
1 0.9828 |0.9508|0.9665

I 2 0.8489 |0.8377(0.8420 (92.44 £0.77
3 0.9141 |0.9387|0.9260
1 0.9601 |0.9589|0.9595

A 2 0.1961 |0.4974|0.2686 (94.47 £1.30
3 0.9646 |0.9481|0.9562

as described in the CVSS 3.x documentation [10] was conducted taking into
consideration 30 repetitions of a randomly selected set of 1000 testing vectors,
are shown in Fig. 4. Due to the conversion of Bg CVSS 2.0 to 3.x considering
8 parameters related to the formula described in the CVSS 3.1 documentation,
the expected accuracy value can be approximated by the product of all accuracy
values obtained for each component of CVSS 3.x vector. Thus obtained value
using the numbers shown in Fig. 3 agrees with the results shown in Fig. 4 to
within + 5%. Further, it is noted that the median accuracy of converting Bg
CVSS 2.0 to 3.x is equal to 59.35%.

For conversion accuracy to Qualitative Severity Rating Scale levels the me-
dian accuracy equals 83.95% and all values are included in the range (80.7-
87.5)%.

The results described above were confirmed by performing an extreme test -
testing with a set consisting of 50,000 vectors. This trial yielded a Bg 2.0 to 3.x
conversion efficiency, equal to 59.82% and conversion to QSRS levels indicating
84.12%, which do not differ significantly from the ones shown in Fig. 4.
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5 Conclusions

The paper presents machine learning algorithms for converting Bg CVSS 2.0
scores to Bg CVSS 3.x ones. In order to improve the learning accuracy the CVSS
2.0 vector was augmented by 50 keywords selected from the description field of
each vulnerability. The results obtained confirmed the improved performance of
the machine learning algorithms when applied to the extended CVSS 2.0 vectors.
Further it was found that different machine learning algorithms are best suited
for different CVSS 3.x vector components. For the CVSS 3.x components AV, C,
I, A the best performing algorithm is KSVM(TGRBS) while for parameters PR,
U and C best results are obtained with KSVM(lin). Finally, for AC parameter
kNN algorithm performed best while NB algorithm did best for S parameter.
The future research will focus on improvement of classification for parameters
AV, PR and C.
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