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Abstract. Ensemble methods in combination with data preprocessing
techniques are one of the most used approaches to dealing with the prob-
lem of imbalanced data classification. At the same time, the literature
indicates the potential capability of classifier selection/ensemble pruning
methods to deal with imbalance without the use of preprocessing, due
to the ability to use expert knowledge of the base models in specific re-
gions of the feature space. The aim of this work is to check whether the
use of ensemble pruning algorithms may allow for increasing the ensem-
ble’s ability to detect minority class instances at the level comparable to
the methods employing oversampling techniques. Two approaches based
on the clustering of base models in the diversity space, proposed by the
author in previous articles, were evaluated based on the computer experi-
ments conducted on  benchmark datasets with a high Imbalance Ratio.
The obtained results and the performed statistical analysis confirm the
potential of employing classifier selection methods for the classification
of data with the skewed class distribution.

Keywords: Imbalanced data · Classifier ensemble · Ensemble pruning
· Multistage organization

1 Introduction

When dealing with real-life binary classification problems we can often encounter
cases, in which the number of samples belonging to one class (also known as ma-
jority class) significantly exceeds the number of samples in the other class (called
minority class). However, classical pattern recognition algorithms usually assume
a balanced distribution of problem instances. Therefore, in the case of skewed
class distribution, they tend to display a significant bias towards the majority
class. In the literature, three main types of approaches have been distinguished
in order to deal with the imbalanced data classification problems [9]:

– Data-level methods based on the modification of the training set in such a
way as to reduce the bias towards the majority class.

– Algorithm-level methods modifying classical pattern recognition algorithms
in order to adapt them to deal with imbalance.
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– Hybrid methods combining the two above-mentioned approaches.

One of the frequently used approaches to imbalanced data classification is
the classifier ensemble [13]. Here, the methods based on the Static and Dynamic
Classifier Selection (dcs) are particularly noteworthy [3], as they take into ac-
count the base model expertise in specific regions of the feature space. Ksie-
niewicz in [10] proposed the Undersampled Majority Class Ensemble (umce),
which generates the classifier pool by dividing an unbalanced problem into a se-
ries of balanced ones. The Dynamic Ensemble Selection Decision-making (desd)
algorithm was presented by Chen et al. [2] in order to employ the weighting
mechanism to select base classifiers that are experts in minority class recogni-
tion. Wojciechowski and Woźniak [19] employed Decision Templates in order to
integrate the classifier pool decisions in case of imbalanced data classification.
Klikowski and Woźniak [7] proposed the Genetic Ensemble Selection (ges) for
imbalanced data, which generated diverse classifier pool based on feature selec-
tion using a genetic algorithm.

This article deals with the concept closely related to the classifier selection,
knows as ensemble pruning. Zhou in [21] proposed the following taxonomy of
such methods:

– Ranking-based pruning selecting a certain number of top ranked classifiers,
according to a chosen metric [15].

– Optimization-based pruning treating the classifier selection problem as an
optimization task [18,22].

– Clustering-based pruning clustering-based pruning which groups base models
making similar decisions, and then selecting prototype classifiers from each
cluster to constitute the pruned ensemble.

In this work, the application of clustering-based ensemble pruning algorithms
for the imbalanced classification task will be considered. Such methods consist
of two steps. First, using the selected clustering algorithm, the base classifiers
are grouped in such a way that each cluster contains models that have a simi-
lar impact on the ensemble performance. For this purpose, clustering methods
such as e.g. k-means clustering [4], hierarchical agglomerative clustering [5] and
spectral clustering [20] were used. The most important element of clustering-
based ensemble pruning methods is defining the space in which clustering takes
place. The Euclidean distance was used by Lazarevic and Obradovic [14], while
employing the pairwise diversity matrix was proposed by Kuncheva [11].

Then, from each of the clusters, a single model (also knows as the prototype
classifier) is selected to be included in the pruned ensemble. For this purpose,
e.g., the classifier with the highest accuracy score in [4] or the model farthest
from the other clusters [5] can be selected. This step also includes the problem of
selecting the number of clusters. It can be determined by evaluating the method
on the validation set [4] or, in the case of fuzzy clustering methods, automatically
selected using membership values of statistical indexes [8].

The main goal of this work is to examine whether the use of expert classifier
knowledge in a given feature space region will allow establishing an ensemble
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capable of dealing with the imbalanced data classification without the need of
using preprocessing techniques.

The main contributions of the following work are as follows:

– Employing proposed Clustering-based Ensemble Pruning methods for the
imbalanced data classification problem.

– Experimental evaluation of the proposed algorithms on benchmark datasets
and comparison with methods using data preprocessing.

2 Clustering-based pruning and multistage voting
organization

This section presents ensemble pruning algorithms based on clustering in the one-
dimensional diversity space, which were proposed by Zyblewski and Woźniak in
[23,24].

Clustering-based pruning (cpr)
Clustering is performed in the one-dimensional M measure space, which is cal-
culated based on classifier diversity measures. In this work,  different diversity
metrics were used, namely the entropy measure E, measurement of interrater
agreement k, averaged disagreement measure (Disav), Kohavi-Wolpert variance
(KW ), and the averaged Q statistic (Qav) [12]. The M measure for a given
classifier Ψi is defined as a difference between the diversity of the whole classifier
pool Π and pool without said classifier

M(Ψi) = Div(Π)−Div(Π − Ψi) (1)

An examples of the resulting clustering spaces for each of the diversity measures
is shown in Figure 1.

Then the k-means clustering algorithm is employed in order to group base
classifier with similar effect on the ensemble performance. Finally, from each
cluster, a prototype model with the highest balanced accuracy score is selected
to be a part of the pruned ensemble.

Clustering-based multistage voting organization
Additionally, the Random Sampling Multistage Organization (rsmo) algorithm
was proposed, that is a modification of the multistage organization, which was
first described in [6]. This proposal is based on the Multistage Organization with
Majority Voting (momv) as detailed by Ruta and Gabrys in [17]. This approach
can be compared to static classifier selection and ensemble pruning as it selects
models for the first voting layer based on sampling with replacement. Sampling
usage is based on the assumption that the classifiers within a given cluster have
a similar effect on the ensemble performance, therefore they do not have to be
all used in the classification process. Then, the final decision is produced by two
layers of majority voting. An example of such an organization is shown in Figure
2.
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Fig. 1. Histograms and density estimation plots forM measure based on each ensemble
diversity metric calculated on the glass2 dataset. Disagreement measure was omitted
due to the results identical to the Kohavi-Wolper variance.
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Fig. 2. Example of clustering-based multistage voting organization with  classifiers
and  clusters. The number of groups in the first layer corresponds to the number of
clusters. Then, using sampling with replacement, a single classifier from each cluster is
selected to be a part of each group.
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Computational and memory complexity analysis
The proposed method includes the stage of determining the M measure value
of each base classifier, the clustering of models in the diversity space and the
selection of prototype classifiers.

In order to obtain the M measure value for each base classifier, first, the
ensemble diversity must be calculated. The complexity of this process is O(n) or
O(n2), where n is the number of base classifiers, depending on whether the non-
pairwise or pairwise measure is used. Then, the M measure calculation process
has the complexity of O(n).

The k-means algorithm was used for clustering in diversity space. Therefore,
the complexity of clustering is O(ncde), where c is the number of clusters, d is
the number of data dimensions, and e describes the number of iterations/epochs
of the algorithm [1]. As the clustering space is one-dimensional, complexity is
reduced to O(nce).

3 Experimental evaluation

The research was carried out on  imbalanced datasets presented in Table 1,
where #i is the number of instances, #f is the number of features and ir denotes
the Imbalance Ratio. However, it should be noted that the experiments could only
be carried out on those datasets for which the k-means clustering algorithm was
able to find the desired number of clusters (from  to ) for a given classifier and
diversity measure.

Table 1. Imbalanced datasets characteristics.

Dataset #i #f ir Dataset #i #f ir

ecoli-0-1_vs_2-3-5 244 7 9 glass2 214 9 12
ecoli-0-1_vs_5 240 6 11 glass4 214 9 15
ecoli-0-1-3-7_vs_2-6 281 7 39 glass5 214 9 23
ecoli-0-1-4-6_vs_5 280 6 13 led7digit-0-2-4-5-6-7-8-9_vs_1 443 7 11
ecoli-0-1-4-7_vs_2-3-5-6 336 7 11 page-blocks-1-3_vs_4 472 10 16
ecoli-0-1-4-7_vs_5-6 332 6 12 shuttle-c0-vs-c4 1829 9 14
ecoli-0-2-3-4_vs_5 202 7 9 shuttle-c2-vs-c4 129 9 20
ecoli-0-2-6-7_vs_3-5 224 7 9 vowel0 988 13 10
ecoli-0-3-4_vs_5 200 7 9 yeast-0-2-5-6_vs_3-7-8-9 1004 8 9
ecoli-0-3-4-6_vs_5 205 7 9 yeast-0-2-5-7-9_vs_3-6-8 1004 8 9
ecoli-0-3-4-7_vs_5-6 257 7 9 yeast-0-3-5-9_vs_7-8 506 8 9
ecoli-0-4-6_vs_5 203 6 9 yeast-0-5-6-7-9_vs_4 528 8 9
ecoli-0-6-7_vs_3-5 222 7 9 yeast-1_vs_7 459 7 14
ecoli-0-6-7_vs_5 220 6 10 yeast-1-2-8-9_vs_7 947 8 31
ecoli4 336 7 16 yeast-1-4-5-8_vs_7 693 8 22
glass-0-1-4-6_vs_2 205 9 11 yeast-2_vs_4 514 8 9
glass-0-1-5_vs_2 172 9 9 yeast-2_vs_8 482 8 23
glass-0-1-6_vs_2 192 9 10 yeast4 1484 8 28
glass-0-1-6_vs_5 184 9 19 yeast5 1484 8 33
glass-0-4_vs_5 92 9 9 yeast6 1484 8 41
glass-0-6_vs_5 108 9 11

The evaluation of the proposed methods is based on six metrics used in the
case of imbalanced classification problems, i.e. balanced accuracy score, G-mean,
F1 score, precision, recall, and specificity. As base classifiers, Gaussian Naïve
Bayes Classifier (gnb) and Classification and Regression Tree (cart), based on
the scikit-learn implementation [16], were used. The fixed size of the classifier
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pool was set to  base models, generated using a stratified version of bagging.
This bagging generates each bootstrap sampling with replacement majority and
minority classes separately while maintaining the original Imbalance Ratio. The
size of each bootstrap is set to half the size of the original training set. The
proposed approaches were evaluated on the basis of 5 times repeated 2-fold cross-
validation. The ensemble’s decision is based on support accumulation. Statistical
analysis of the obtained results was performed using the Wilcoxon rank-sum test
(p = 0.05). All experiments have been implemented in Python programming
language and can be repeated using the code on Github1.

Research questions
The conducted research aims to answer two main questions:

1. Is the static classifier selection able to improve the results obtained by com-
bining the entire classifier pool for the task of imbalanced data classification?

2. Can the use of static classifier selection in the problem of imbalanced data
classification result in performance comparable with the use of preprocessing
techniques?

Goals of the experiments
Experiment 1 – Comparison with standard combination
The aim of the first experiment is to compare the proposed methods with a com-
bination of the entire classifier pool. Support accumulation (sacc) and majority
voting (mv) of all  base models were used as reference methods. The best of
the proposed methods is then used in Experiment 2.

Based on the preliminary study, the following pairs of the diversity mea-
sure:number of clusters were selected for this experiment:

– cpr gnb – E: 2, k: 2, KW : 2, Disav: 2, Qav: 3,
– cpr cart – E: 5, k: 3, KW : 3, Disav: 3, Qav: 5,
– rsmo gnb – E: 6, k: 6, KW : 6, Disav: 4, Qav: 5,
– rsmo cart – E: 7, k: 7, KW : 7, Disav: 7, Qav: 3.

Experiment 2 – Comparison with preprocessing techniques
In the second experiment, the methods selected in Experiment 1 are compared
with the combination of the whole classifier pool generated using preprocessing
methods. Preprocessing is performed separately for each of the bootstraps gen-
erated by stratified bagging. Random Oversampling (ros), smote, svm-smote
(svm) and Boderline-smote (b2) were selected as the preprocessing techniques.

3.1 Experiment 1 – Comparison with standard combination

Clustering-based pruning
Figure 3 shows radar plots with the average ranks achieved by each method on
all evaluation metrics. For the gaussian naïve bayes classifier, the advantage of
1 https://github.com/w4k2/iccs21-ensemble-pruning
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the proposed methods over the combination of the entire available classifier pool
can be observed. The only exception is recall, where gnb cpr-e2 is comparable
to the reference methods, while the other proposed approaches display a slightly
lower average rank value.
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Fig. 3. Visualization of the mean ranks achieved by each method.

These observations are confirmed by Table 2. The numbers under the aver-
age rank of each ensemble method indicate which algorithms were statistically
significantly worse than the one in question. It presents the results of the per-
formed statistical analysis, on the basis of which it can be concluded that the
proposed methods achieve statistically significantly better average ranks than
the combination of the entire classifier pool for each of the metrics, except recall,
where no statistically significant differences were reported. Worth noting is also
the identical performance of methods based on measures k, KW , and Disav.

Particularly promising results can be observed when using cart as the base
classifier. In this case, the measure of diversity Qav performs best. Based on the
statistical analysis, it achieves statistically significantly better results than the
combination of the entire classifier pool, as well as the pruning algorithms using
other measures of diversity for the clustering space construction. This is true for
every metric except recall.

Based on the results of the statistical analysis, the gnb cpr-e2 and cart
cpr-q5 methods were selected for the next experiment. These approaches dis-
played the highest average ranks as well as a good ability to recognize the mi-
nority class.

Random Sampling Two Step Voting Organization
Figure 4 and Table 3 show the comparison of two-step majority voting compared
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Table 2. Results of Wilcoxon statistical test on global ranks for proposed methods in
comparison to the combination of the whole classifier pool.

GNB

(1)
mv

(2)
sacc

(3)
cpr-e2

(4)
cpr-k2

(5)
cpr-kw2

(6)
cpr-dis2

(7)
cpr-q3

bac 1.839 2.018 5.125 4.911 4.911 4.911 4.286
— — 1, 2 1, 2 1, 2 1, 2 1, 2

G−mean 1.696 2.196 4.661 5.054 5.054 5.054 4.286
— 1 1, 2 1, 2 1, 2 1, 2 1, 2

F1score 2.196 2.625 4.804 4.589 4.589 4.589 4.607
— — 1, 2 1, 2 1, 2 1, 2 1, 2

Precision 2.607 3.000 4.518 4.446 4.446 4.446 4.536
— — 1, 2 1, 2 1, 2 1, 2 1, 2

Recall 4.393 4.304 4.143 3.839 3.839 3.839 3.643
— — — — — — —

Specificity 2.429 3.000 4.589 4.643 4.643 4.643 4.054
— 1 1, 2 1, 2 1, 2 1, 2 1, 2

CART

(1)
mv

(2)
sacc

(3)
cpr-e5

(4)
cpr-k3

(5)
cpr-kw3

(6)
cpr-dis3

(7)
cpr-q5

bac 2.586 2.586 4.448 4.259 4.259 4.259 5.603
— — 1, 2 1, 2 1, 2 1, 2 all

G−mean 2.224 2.224 4.362 4.569 4.569 4.569 5.483
— — 1, 2 1, 2 1, 2 1, 2 all

F1score 2.500 2.500 4.328 4.328 4.328 4.328 5.690
— — 1, 2 1, 2 1, 2 1, 2 all

Precision 3.569 3.569 4.207 3.759 3.759 3.759 5.379
— — — — — — all

Recall 2.603 2.603 4.448 4.483 4.483 4.483 4.897
— — 1, 2 1, 2 1, 2 1, 2 1, 2

Specificity 3.879 3.879 3.810 3.552 3.552 3.552 5.776
— — — — — — all

to the reference methods. In the case of gnb rsmo, the most notable is the
approach using the Qav diversity measure, which is the most balanced in terms
of all evaluation metric. Is is also statistically comparable with the reference
methods in terms of the ability to recognize the minority class.

As in the case of gnb, when we use the cart decision tree as the base
classifier, the most interesting relationships are represented by the method based
on the Q diversity measure. We can see that the cart rsmo-q3 algorithm
achieves highest average ranks in terms of all evaluation metrics. Additionally is
is statistically significantly better than reference methods and most of the rsmo
approaches using different diversity measures to establish the clustering space.

On the basis of the obtained results, the gnb rsmo-q5 and cart rsmo-q3
methods were selected for Experiment 2.

3.2 Experiment 2 – Comparison with preprocessing techniques

Clustering-based pruning
Figure 5 shows the results of comparing the methods selected in Experiment 2
with the approaches employing preprocessing techniques.

When the base classifiers is gnb, it can be noticed that, despite achieving
average rank values for each of the metrics, the proposed methods are never
statistically significantly worse than the reference approaches using preprocessing
(Table 4). Additionally, gnb cpr-e2 shows statistically higher precision than
that achieved by using Random Oversampling and smv-smote.
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Fig. 4. Average rank values for each of the tested methods.

Table 3. Results of Wilcoxon statistical test on global ranks for proposed methods in
comparison to the combination of the whole classifier pool.

GNB

(1)
mv

(2)
sacc

(3)
rsmo-e6

(4)
rsmo-k6

(5)
rsmo-kw6

(6)
rsmo-dis4

(7)
rsmo-q5

bac 2.750 3.232 4.339 4.446 4.304 4.518 4.411
— — 1, 2 1, 2 1, 2 1 1, 2

G−mean 2.518 3.071 4.250 4.714 4.393 4.875 4.179
— — 1, 2 1, 2 1, 2 1, 2 1, 2

F1score 2.268 2.643 4.500 4.714 4.196 5.125 4.554
— — 1, 2 1, 2 1, 2 1, 2, 5 1, 2

Precision 1.929 2.357 4.286 4.768 4.482 5.786 4.393
— — 1, 2 1, 2 1, 2 all 1, 2

Recall 5.286 5.179 3.839 3.518 3.107 2.339 4.732
3, 4, 5, 6 3, 4, 5, 6 5, 6 6 6 — 3, 4, 5, 6

Specificity 1.607 2.179 4.196 4.929 4.607 6.500 3.982
— 1 1, 2 1, 2, 3, 7 1, 2 all 1, 2

CART

(1)
mv

(2)
sacc

(3)
rsmo-e7

(4)
rsmo-k7

(5)
rsmo-kw7

(6)
rsmo-dis7

(7)
rsmo-q3

bac 3.569 3.569 3.638 3.603 4.500 3.983 5.138
— — — — 1, 2 — 1, 2, 3, 4, 6

G−mean 3.483 3.483 3.707 3.672 4.569 4.052 5.034
— — — — 1, 2 — 1, 2, 3, 4, 6

F1score 3.655 3.655 3.293 3.776 4.362 3.845 5.414
— — — — 3 — all

Precision 3.741 3.741 3.379 3.862 4.086 3.914 5.276
— — — — — — all

Recall 3.448 3.448 3.621 3.759 4.466 4.328 4.931
— — — — 1, 2 — 1, 2, 3, 4

Specificity 3.828 3.828 3.707 3.724 3.879 3.828 5.207
— — — — — — all

The ensemble pruning methods seem to perform better when using the cart
decision tree as the base classifier. Again, none of the reference methods achieved
statistically significantly better average ranks than the proposed approach. At

ICCS Camera Ready Version 2021
To cite this paper please use the final published version:

DOI: 10.1007/978-3-030-77967-2_14

https://dx.doi.org/10.1007/978-3-030-77967-2_14


10 P. Zyblewski

BAC

G-mean

F1
Precision

Recall

Sp
ec
if
ic
it
y

0

1

2

3

4

5

6

7

GNB

ROS
SMOTE

SVM
B2

CPR-E2

BAC

G-mean

F1

Precision
Recall

Sp
ec
if
ic
it
y

0

1

2

3

4

5

6

7

CART

ROS
SMOTE

SVM
B2

CPR-Q5

Fig. 5. Visualization of the mean ranks achieved by each method.

Table 4. Results of Wilcoxon statistical test on global ranks for the selected methods
in comparison to the preprocessing techniques.

GNB

(1)
ros

(2)
smote

(3)
svm

(4)
b2

(5)
cpr-e2

bac 3.125 3.232 3.286 2.286 3.071
4 4 4 — —

G−mean 3.089 3.286 3.268 2.321 3.036
4 4 4 — —

F1score 2.768 3.429 2.625 2.750 3.429
— 3 — — —

Precision 2.518 3.446 2.446 3.161 3.429
— 1, 3 — — 1, 3

Recall 3.982 2.500 3.464 2.429 2.625
2, 4, 5 — 2, 4 — —

Specificity 2.054 3.768 2.607 3.250 3.321
— 1, 3 — 1 1

CART

(1)
ros

(2)
smote

(3)
svm

(4)
b2

(5)
cpr-q5

bac 2.052 2.672 3.276 3.793 3.207
— — 1, 2 1, 2 1

G−mean 1.897 2.655 3.172 4.000 3.276
— 1 1 1, 2, 3 1

F1score 2.448 2.759 3.379 2.828 3.586
— — 1, 2 — 1, 4

Precision 3.034 2.897 3.328 2.207 3.534
4 4 4 — 4

Recall 1.948 2.603 3.190 4.207 3.052
— 1 1, 2 all —

Specificity 3.966 3.138 3.103 1.483 3.310
2, 3, 4 4 4 — 4
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the same time, however, cart cpr-q5 achieves a statistically significantly bet-
ter rank value than ros for bac, G-mean and F1 score. This method is also
statistically significantly better than Borderline-smote in terms of F1 score and
specificity.

Random Sampling Two Step Voting Organization
The results of the statistical analysis for the comparison of the proposed rsmo
methods with the preprocessing-based approaches shown in Table 5. The average
rank values for each of the metrics for are shown in Figure 6.
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Fig. 6. Average rank values for each of the tested methods

When the base classifier is gnb, the two-step majority voting methods achieve
results comparable to Borderline-smote, however, they are statistically signif-
icantly worse in terms of recall than Random Oversampling and svm-smote.
When two-step voting is used in conjunction with the cart decision tree, the
proposed method achieves statistically significantly better precision than the
reference methods. However, it is statistically significantly inferior to Border-
line-smote in terms of G-mean and recall.

3.3 Lessons learned

Based on the preliminary experiment determining the appropriate number of
clusters for a given diversity measure, it can be concluded that the classifier
pool generation using stratified bagging probably does not allow for achieving a
high ensemble diversity in the case of gnb. This is indicated by the fact that the
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Table 5. Results of Wilcoxon statistical test on global ranks for the selected methods
in comparison to the preprocessing techniques.

GNB

(1)
ros

(2)
smote

(3)
svm

(4)
b2

(5)
rsmo-q5

bac 3.196 3.268 3.321 2.357 2.857
4 4 4 — —

G−mean 3.196 3.321 3.268 2.429 2.786
4 4 4 — —

F1score 2.839 3.500 2.661 2.893 3.107
— 3 — — —

Precision 2.518 3.411 2.518 3.232 3.321
— 1, 3 — — —

Recall 4.071 2.482 3.464 2.393 2.589
all — 2, 4, 5 — —

Specificity 2.054 3.804 2.714 3.357 3.071
— 1, 3 — 1 —

CART

(1)
ros

(2)
smote

(3)
svm

(4)
b2

(5)
rsmo-q3

bac 2.086 2.707 3.310 3.828 3.069
— — 1, 2 1, 2 —

G−mean 1.966 2.724 3.310 4.000 3.000
— 1 1 1, 2, 3 —

F1score 2.552 2.828 3.483 2.862 3.276
— — 1, 2 — —

Precision 3.069 2.931 3.414 2.224 3.362
4 4 4 — 4

Recall 2.017 2.672 3.293 4.207 2.810
— 1 1, 2 all —

Specificity 4.069 3.207 3.241 1.517 2.966
all 4 4 — 4

methods using this classifier perform best when the clustering space is divided
into just two groups. Decision trees, which show a greater tendency to obtain
diverse base models, do much better in this respect. It is also worth noting that
in the case of cart, due to no tree depth limitation, the results of the majority
vote were in line with the accumulation of support.

Regardless of the base classifier used, the results obtained with the use of the
measures of diversity k, KW , and Disav were exactly the same. On this basis,
it can be concluded that the diversity spaces generated on their basis coincide.
An example of this can be seen in the example shown in Figure 1, where all
three spaces have the same distribution density (where the space based on k is
a mirror image of the spaces based on KW and Disav).

Experiment 1 proved that by a skillful selection of a small group of classifiers,
in the imbalanced data classification problem, it is possible to achieve a better
performance than that achieved by combining the decisions of the entire classifier
pool.

Experiment 2 was able to confirm that thanks to employing the classifier
selection methods to the problem of imbalanced data classification, it is possible
to obtain results statistically not worse (and sometimes statistically significantly
better) than those achieved by the ensembles using preprocessing techniques.

Additionally, from the obtained results, it can be concluded that the use of
the two-stage majority voting structure may allow, in the case of imbalanced
data classification task, to improve the ensemble performance when compared
to the traditional combination of the classifier pool. This is due to the division
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of classifiers into clusters containing models that make similar errors on prob-
lem instances. Thanks to this, after the first voting level, we obtain predictions
reflecting the expert knowledge of the base models in each of the recognized
feature space regions.

The results of the experiments seem to indicate the averaged Q statistic as
the best measure of ensemble diversity for the generation of one-dimensional
clustering space. However, according to the research carried out by Kuncheva
and Whitaker [12], one cannot indicate the superiority of Q statistics over the
other diversity measures.

4 Conclusions

The main purpose of this work was to examine whether the use of static clas-
sifier selection/ensemble pruning methods in the imbalanced data classification
problems allows for increasing the ensemble’s ability to detect minority class
instances. The research was conducted using two proposed ensemble pruning
methods, based on the base models clustering in one-dimensional diversity space.
The obtained results and the performed statistical analysis confirmed that the
careful selection of base models in the case of imbalanced data may increase the
ability of the pruned ensemble to recognize the minority class. In some cases,
such ensembles may even outperform larger classifier pools generated using data
oversampling techniques such as Random oversampling and Borderline-smote.

Future research may include attempts to modify existing classifier selection
methods (both static and dynamic) for the purpose of classifying imbalanced
data.
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