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Abstract. Missing value imputation is a problem often meet when work-
ing with medical and biometric data sets. Prior to working on these
datasets, missing values have to be eliminated. It could be done by im-
puting estimated values. However, imputation should not bias data, nor
alter the class balance. This paper presents an innovative approach to
the problem of imputation of missing values in the training data for the
classification. Method uses the k-NN classifier on a separate features to
impute missing values. The unique approach used in this method allows
using data from incomplete vectors to impute another incomplete vec-
tors, unlike in conventional methods, where only complete vectors could
be used in the imputation process. The paper also describes a test proto-
col, where the Cross Validation with a Set Substitution method is used
as an evaluation tool for scoring missing value imputation methods.
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1 Introduction

Data classification is a crucial part of numerous systems, including a decision
support systems, and an identity verification systems. Numerous classification
algorithms require a complete data vectors on the input, while a real life collected
data sets (especially in the fields of medicine and biometry [20]), often contain
some amount of missing or undetermined values [11]. In order to work with such
data we need to either, propose an algorithm that is able to utilize incomplete
data vectors, or we need to impute missing values [24]. If we decide to impute, we
must be able to determine the quality of such imputed data set. Evaluating the
data imputation algorithm is not a trivial task. It may be done statistically or
experimentally using a classifier and a benchmark data set in a cross validation
run [22]. However if a data set will be imputed prior to the cross validation,
there is a high risk of overfitting the imputed data, leading to a good, but
false score. We can impute a training set, an input data, or both. Yet different
approaches have to be used for imputing a training data set, and for imputing
an input data. Missing value imputation methods may be divided into a single
and a multiple imputation methods [13]. By a single imputation method, we
understand an algorithm that for one incomplete vector creates one complete
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vector. It is in contrast with a multiple imputation methods which, for each
missing value, create a set of complete vectors with imputed values. They reflect
values distribution in the whole set. Both imputation methods can be either a
value duplication based (so-called hot deck), or a value generation based (e.g.
mean substitution, regression). Value duplication based methods use existing
feature values for imputation, which makes them particularly useful for text and
enumerable type features. Value generation based methods, calculate the missing
value from other existing values in the set, thus are usable for numeric and
enumerable types of values, and especially for real values. The simplest possible
method of a single imputation of missing values is using a class-clustered or a
global mean (or median) value.

It is also a known method to use a k-NN classifier to impute missing values
[23]. This can be done either as choosing an existing value from the remaining
samples, or as an average of most similar (nearest neighboring) samples. The k-
NN classifier can’t operate on the incomplete vectors and thus, in conventional
implementation, can only use a complete vectors as a reference ones. In this paper
we propose data imputation method, which will be a single value imputation
method, and will be using a modified k-NN classifier operating on separate
features from the original feature space for approximating missing values in
the training (labeled) data set. The single-dimensional subspaces allow to use
as much data as it is possible, even values from other incomplete vectors. Its
efficacy will be proven in statistical, and experimental manner.

2 Background works

One of the most significant works on the topic of missing value imputation have
been published in 1987 by Little and Rubin [18]. This paper defines basic types of
missing values: Missing Completely At Random (MCAR), Missing At Random
(MAR), and Not Missing At Random (NMAR), sometimes called Non-Ignorable
(NI). These terms mainly apply to the missing data in surveys, but could be
used for other data sets. The crucial point of this categorization is the reason
for which the value is missing. Missingness of a MCAR data does not depend
on its value, nor on any other observed values, missingness of a MAR data does
not depend on the missing value itself, but is relied to other observed values,
and missingess of NMAR/NI data depends on the missing value itself (thus it
is significant, i.e. denial of answer is also an answer). Little and Rubin, in their
original paper, also proposed some basic methods for dealing with missing values,
like mean/mode substitution, and regression. In recent years, more imputations
methods have been introduced, often using machine learning and genetic based
algorithms. Most authors concentrate on Missing Completely At Random data,
where 30% or less values are missing. A comprehensive review on recent advances
in the field of missing value imputation can be found in [14], [8], [7], and [17].
From these papers it can be seen, that there is no single, defined test protocol
for imputation algorithms. Different authors, use different methods to compare
proposed algorithm with other, so it is impossible to directly compare with
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published results. One common thing is, they may be divided into two groups:
direct (statistical) evaluation of the imputed data sets, and a wrapped evaluation
of a classification results on the imputed data. According to the [17] most authors
use direct evaluation methods, and not use cross validation for missing values
simulation.

3 Method description

The proposed method is a single imputation method for MCAR values, based on
a regression variant of the k-NN classifier, applied independently to each feature,
and it will be called k-NNI for short. It consists of the following stages:

1. First we need to define a data structures used by the algorithm. Let a single
data vector be defined as f = [f1, . . . , fF , c]. Data vector consists of some
features fn, n = 1, . . . , F , and the class label c. In practice, we have a
collection of many vectors f . Let there are P such vectors, then set of vectors
fp, p = 1, . . . , P can be presented in the matrix form. This matrix contains
all input data vectors and class labels (Fig. 1 STAGE 1):

O =

 f1
...

fP

 =

f1,1 · · · fF,1 c1
... · · ·

...
...

f1,P · · · fF,P cP

 , (1)

where fn,p denotes the n-th feature of the p-th vector.

2. Taking into account the class labels c1, . . . , cP , matrix O can be divided into
several matrices Oc. Each matrix Oc contains vectors that belong only to
one class (Fig. 1 STAGE 2).

Oc = {fn ∈ O : cn = c}. (2)

3. Each matrix Oc is scanned for a missing values, row by row, and column by
column. For each missing value, a column within which a missing value is
found, becomes a target variable column T (Fig. 1 STAGE 3).

4. Row with a missing value becomes a query vector V (Fig. 1 STAGE 4):

V =
[
f1 · · · fF

]
. (3)

Remaining rows form an auxiliary matrix Xc,n. This matrix contains R data
vectors, each described by the F − 1 features:

Xc,n =

 f1,1 · · · fi−1,1 fi+1,1 · · · fF,1 T1
...

...
...

f1,R · · · fi−1,R fi+1,R · · · fF,R TR

 , (4)
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Fig. 1. Feature projection for k-NNI imputation (row indices omitted).

5. Each pair of query vector V, and matrix Xc,n is used as an input data for
k-NN. Instead of using complete vectors as a classifier input. A regression
variant of the k-NN is applied to each feature - target value pair ({fn, T}).
This produces the predicted target values according to each feature sepa-
rately. The F − 1 values obtained from each feature are then averaged, and
resulting value Ψ is a prediction of the missing value. This process will be
explained in details later in this chapter.

6. The predicted value is imputed to a copy of the original data set Z, which
will be called the imputed data set. This ensures that the values imputed in
one iteration will not be used as a reference values in consequent iterations.
The illustration of the missing value calculation using the k-NNI regression
process is shown on Fig. 2.

The k-NN classifiers used within the k-NNI are using an Euclidean distance
metric. On a 1D data, this metric effectively becomes an absolute difference of
values.

The partial decision of the classifier (ψn) is computed as follows:

ψn(V, n) =

∑k
i=1(T̂i)

k
, (5)

where:
T̂i – i-th target value from the reference set sorted in ascending order according
to the distance of n-th element from the classified vector (V) to the feature from
n-th column of the matrix (Xc,n);
k – a number of the analyzed nearest neighbors.
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Fig. 2. Missing value calculation in the k-NNI (single missing value, row indices omit-
ted).

The final decision of the classifier is calculated as an arithmetic mean of a
partial decisions over all features:

Ψ(V) =

∑F
n=1(ψn(V))

F
. (6)

The returned target value is a mean of the mean of all nearest neighbors target
values from all features existing in the classified vector.

This algorithm has no learning phase, so adding new reference samples is
made at almost no cost. It classifies each feature separately, so it does not require
a data normalization, and it does not require a removal nor any special handling
of the incomplete data vectors. Its classification speed may be improved by
presorting each feature’s values in ascending (or descending) order, to find the
nearest neighbors even faster.

Source code in C# for algorithm described above is freely available at GitHub:
https://github.com/torczyk/SFkNNI

4 Experiment description

The purpose of this experiment is to evaluate the quality of the imputed data.
By the imputation quality we will understand how well the imputed data re-
sembles the original data. For this purpose a set of six benchmark databases,
containing only complete vectors of real data, have been degraded by removing
values of a random features in a random data vectors. Multiple sets of such de-
graded data sets have been prepared, with a different placement and different

ICCS Camera Ready Version 2021
To cite this paper please use the final published version:

DOI: 10.1007/978-3-030-77967-2_12

https://dx.doi.org/10.1007/978-3-030-77967-2_12


6 T. Orczyk, et al.

amount of missing values. These degraded data sets have been imputed using
the proposed method, and compared with an arbitrary chosen, state of the art,
single imputation method. In a real life, missing values can occur in both, the
labeled reference (training) data, as well as in the classified data, but in this
paper we will limit imputation to the reference data set.

4.1 Data characteristics

For the purpose of the experiment, a six benchmark databases form the UCI
Repository [3] has been used: Wine Data Set (WINE) [1], Breast Cancer Wis-
consin (WDBC) [19], Cardiotocography Data Set (CTG) [6], Diabetic Retinopa-
thy Debrecen/Messidor (MESS) [2], Mesothelioma’s disease (MESO) [12], and
Cryotherapy (CRYO) [15]. Basic characteristics of the data sets, together with a
reference overall classification accuracy (i.e. accuracy obtained on a leave-one-out
cross validation using Naive Bayes classifier), has been presented in the Table 1.
All these data sets contain no missing values, and will be called the original data
sets.

Table 1. The reference data sets characteristics.

Num. of Num. of Num. of
DB name vectors features classes Ref. accuracy

WINE 178 13 3 0.972
WDBC 569 32 2 0.935
CTG 90 7 3 0.820
MESS 1151 20 2 0.566
MESO 324 34 2 0.978
CRYO 90 7 2 0.856

From each of the original data sets, degraded data sets have been created, by
removing values at random positions (the class labels have been left unaltered).
These sets were generated for 7 thresholds of the randomly missing values: 5%,
10%, 15%, 20%, 25%, 30%, and 35%. For each threshold level 10 degraded data
sets have been generated, with a different missing values placement, giving a
total of 6 × 70 = 420 degraded data sets. These degraded data sets have been
imputed by means of five algorithms: k-NNI with a parameter k = 3, Predictive
Mean Matching (PMM ) as implemented in the MICE package in R environment,
with a parameter k = 1 (for single imputation), Mean imputation, Median im-
putation, and a k-NN imputation as implemented in the VIM package in R
environment, with default parameters, creating imputed data sets for further
experiments.
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4.2 Test protocol

Proposed imputation algorithm will be evaluated in two ways. In the first step,
the quality of the imputed data will be evaluated statistically. The quality score
for this stage will be the Normalized Root Mean Square Error [21] for the imputed
data sets against the original data set, defined as:

NRMS =
‖Ximp −Xori‖F
‖Xori‖F

, (7)

where:
Ximp – imputed data set,
Xori – original data set,
‖ ‖F – Frobenius norm.
This measure shows how much the imputed data set differs from the original
data set. It can have values from 0 to 1, and lower is better.

In the next step the imputed data set will be used to perform an actual
classification, using an arbitrary chosen classifier – Naive Bayes [16]. To avoid
using imputed data for both training and testing the classifier [9], a modification
of the regular leave-one-out cross validation [10] method has been used. Vectors
from the imputed data sets will be used solely for training the classifier, while
for testing classifier, the corresponding vectors from the original data set will
be applied. As for each database, all the degraded and the imputed data sets
are derived from the same original data set, order of data vectors is maintained
within these data sets. Thus it is possible to draw only a vector identifiers instead
of the actual data vectors in the Leave One Out Cross Validation. Using these
identifiers, a corresponding data vectors are taken from two data sets - the
complete for testing vectors, and the imputed for training vectors.

Classification accuracy will be tested by means of the Overall Classification
Accuracy, defined as follows:

OCA =
TP

card(X)
, (8)

where:
TP – number of correctly classified samples,
card(X) – cardinality of data set X.
This is the measure that shows what percentage of classified samples was clas-
sified correctly. It takes values from 0 to 1, and higher value is better.

4.3 Test results

Normalized Root Mean Square Deviation The NRMS of imputed values in
6 different databases, by means of the proposed method and 4 other imputation
methods has been presented in Tables 2 – 7.

Comparison of average NRMS of the imputed values by means of all tested
imputation methods has been shown in Table 8. As can be seen in Table 8, the
NRMS results look promising, but what we really care about is usefulness of
these data sets in the classification process.
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Table 2. NRMS of the imputed WINE data set.

Imput. Missing values in dataset
method 5% 10% 15% 20% 25% 30% 35%

k-NNI 0.040 0.067 0.077 0.088 0.103 0.116 0.116
PMM 0.059 0.085 0.116 0.128 0.144 0.171 0.181
Mean 0.081 0.119 0.139 0.169 0.203 0.207 0.219
Median 0.084 0.120 0.145 0.174 0.211 0.211 0.223
k-NN 0.044 0.068 0.084 0.094 0.109 0.124 0.131

Table 3. NRMS of the imputed WDBC data set.

Imput. Missing values in dataset
method 5% 10% 15% 20% 25% 30% 35%

k-NNI 0.058 0.083 0.104 0.126 0.130 0.153 0.176
PMM 0.013 0.025 0.031 0.042 0.046 0.060 0.079
Mean 0.104 0.160 0.190 0.234 0.250 0.287 0.323
Median 0.109 0.168 0.200 0.247 0.263 0.302 0.340
k-NN 0.039 0.066 0.085 0.118 0.133 0.167 0.197

Table 4. NRMS of the imputed CTG data set.

Missing values in dataset
DB name 5% 10% 15% 20% 25% 30% 35%

k-NNI 0.034 0.048 0.059 0.067 0.075 0.083 0.090
PMM 0.025 0.039 0.048 0.058 0.067 0.076 0.085
Mean 0.046 0.065 0.080 0.091 0.102 0.112 0.121
Median 0.047 0.067 0.082 0.093 0.104 0.115 0.124
k-NN 0.021 0.036 0.050 0.061 0.073 0.085 0.097
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Table 5. NRMS of the imputed MESS data set.

Imput. Missing values in dataset
method 5% 10% 15% 20% 25% 30% 35%

k-NNI 0.115 0.154 0.190 0.219 0.246 0.268 0.295
PMM 0.079 0.114 0.141 0.163 0.186 0.209 0.226
Mean 0.144 0.196 0.241 0.277 0.310 0.336 0.369
Median 0.149 0.204 0.249 0.284 0.321 0.347 0.382
k-NN 0.089 0.139 0.186 0.228 0.269 0.300 0.343

Table 6. NRMS of the imputed MESO data set.

Imput. Missing values in dataset
method 5% 10% 15% 20% 25% 30% 35%

k-NNI 0.078 0.111 0.136 0.161 0.175 0.190 0.209
PMM 0.105 0.166 0.192 0.227 0.248 0.271 0.296
Mean 0.077 0.110 0.135 0.161 0.174 0.189 0.209
Median 0.077 0.111 0.137 0.166 0.177 0.193 0.216
k-NN 0.087 0.129 0.154 0.181 0.207 0.220 0.246

Table 7. NRMS of the imputed CRYO data set.

Imput. Missing values in dataset
method 5% 10% 15% 20% 25% 30% 35%

k-NNI 0.122 0.196 0.193 0.244 0.371 0.401 0.431
PMM 0.207 0.334 0.388 0.658 0.616 0.647 0.661
Mean 0.136 0.210 0.198 0.280 0.392 0.438 0.422
Median 0.137 0.205 0.188 0.271 0.382 0.435 0.410
k-NN 0.127 0.193 0.190 0.272 0.387 0.426 0.521

Table 8. Average NRMS of the imputed data sets (lower is better).

Imput. Dataset name
method WINE WDBC CTG MESS MESO CRYO

k-NNI 0.087 0.119 0.065 0.212 0.151 0.280
PMM 0.126 0.042 0.057 0.160 0.215 0.502
Mean 0.162 0.221 0.088 0.268 0.151 0.297
Median 0.167 0.233 0.090 0.277 0.154 0.290
k-NN 0.094 0.115 0.060 0.222 0.175 0.302
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Overall Classification Accuracy In the next experiment, the quality of the
imputed data sets have been evaluated by means of a leave-one-out cross vali-
dation using a Naive Bayes classifier in the KNIME environment. Tables 9 – 14
show the Overall Classification Accuracy on the imputed data sets used as the
training data sets. Test vectors were taken from the original data set.

For an easier comparison, an average overall classification accuracy has been
presented in Table 15. Results confirm good quality of imputed data, and ac-
cording to OCA values, but require further analysis.

Table 9. Overall Classification Accuracy (±std. deviation) on the WINE database.

Imput. Missing values in dataset
method 5% 10% 15% 20% 25% 30% 35%

k-NNI 0.976 0.975 0.978 0.976 0.976 0.976 0.974
(±0.004) (±0.007) (±0.006) (±0.006) (±0.004) (±0.006) (±0.005)

PMM 0.974 0.97 0.971 0.97 0.967 0.967 0.971
(±0.005) (±0.007) (±0.006) (±0.009) (±0.007) (±0.012) (±0.013)

Mean 0.972 0.972 0.97 0.969 0.966 0.962 0.955
(±0.003) (±0.003) (±0.005) (±0.012) (±0.008) (±0.007) (±0.013)

Median 0.971 0.971 0.97 0.964 0.956 0.95 0.944
(±0.002) (±0.003) (±0.005) (±0.008) (±0.006) (±0.008) (±0.014)

k-NN 0.974 0.972 0.974 0.971 0.972 0.969 0.966
(±0.005) (±0.006) (±0.007) (±0.009) (±0.005) (±0.004) (±0.01)

Table 10. Overall Classification Accuracy (±std. deviation) on the WDBC database.

Imput. Missing values in dataset
method 5% 10% 15% 20% 25% 30% 35%

k-NNI 0.93 0.933 0.93 0.931 0.932 0.931 0.932
(±0.001) (±0.002) (±0.002) (±0.002) (±0.002) (±0.002) (±0.003)

PMM 0.932 0.933 0.931 0.93 0.931 0.931 0.929
(±0.001) (±0.003) (±0.002) (±0.003) (±0.002) (±0.003) (±0.002)

Mean 0.929 0.93 0.93 0.93 0.93 0.928 0.926
(±0.001) (±0.001) (±0.001) (±0.002) (±0.002) (±0.001) (±0.002)

Median 0.927 0.928 0.928 0.925 0.924 0.917 0.917
(±0.001) (±0.001) (±0.002) (±0.002) (±0.003) (±0.003) (±0.005)

k-NN 0.93 0.931 0.93 0.93 0.932 0.931 0.933
(±0.001) (±0.002) (±0.002) (±0.001) (±0.002) (±0.002) (±0.002)

ICCS Camera Ready Version 2021
To cite this paper please use the final published version:

DOI: 10.1007/978-3-030-77967-2_12

https://dx.doi.org/10.1007/978-3-030-77967-2_12


Title Suppressed Due to Excessive Length 11

Table 11. Overall Classification Accuracy (±std. deviation) on the CTG database.

Imput. Missing values in dataset
method 5% 10% 15% 20% 25% 30% 35%

k-NNI 0.812 0.807 0.811 0.814 0.812 0.816 0.815
(±0.002) (±0.002) (±0.008) (±0.01) (±0.01) (±0.009) (±0.011)

PMM 0.817 0.816 0.816 0.81 0.805 0.808 0.804
(±0.002) (±0.004) (±0.003) (±0.004) (±0.005) (±0.006) (±0.005)

Mean 0.813 0.808 0.804 0.79 0.782 0.774 0.766
(±0.001) (±0.003) (±0.003) (±0.005) (±0.006) (±0.006) (±0.006)

Median 0.814 0.81 0.807 0.798 0.791 0.787 0.778
(±0.002) (±0.002) (±0.002) (±0.004) (±0.004) (±0.007) (±0.004)

k-NN 0.819 0.816 0.814 0.807 0.801 0.793 0.779
(±0.001) (±0.002) (±0.003) (±0.005) (±0.006) (±0.009) (±0.005)

Table 12. Overall Classification Accuracy (±std. deviation) on the MESS database.

Imput. Missing values in dataset
method 5% 10% 15% 20% 25% 30% 35%

k-NNI 0.566 0.57 0.571 0.577 0.583 0.586 0.591
(±0.001) (±0.003) (±0.002) (±0.004) (±0.004) (±0.005) (±0.004)

PMM 0.566 0.566 0.566 0.565 0.564 0.565 0.564
(±0.001) (±0.002) (±0.001) (±0.003) (±0.004) (±0.004) (±0.003)

Mean 0.565 0.566 0.565 0.569 0.571 0.575 0.579
(±0.001) (±0.001) (±0.001) (±0.002) (±0.004) (±0.005) (±0.004)

Median 0.566 0.569 0.569 0.575 0.578 0.581 0.584
(±0.001) (±0.003) (±0.002) (±0.002) (±0.005) (±0.004) (±0.003)

k-NN 0.566 0.568 0.568 0.572 0.575 0.575 0.577
(±0.001) (±0.002) (±0.002) (±0.002) (±0.003) (±0.003) (±0.002)

4.4 Summary

Both NRMS and OCA are normalized values, thus they may be compared over
different datasets, using the rank method.
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Table 13. Overall Classification Accuracy (±std. deviation) on the MESO database.

Imput. Missing values in dataset
method 5% 10% 15% 20% 25% 30% 35%

k-NNI 0.981 0.978 0.975 0.973 0.968 0.968 0.961
(±0.001) (±0.004) (±0.005) (±0.006) (±0.005) (±0.008) (±0.007)

PMM 0.98 0.98 0.979 0.98 0.977 0.977 0.977
(±0.002) (±0.004) (±0.007) (±0.006) (±0.009) (±0.008) (±0.006)

Mean 0.994 0.979 0.964 0.953 0.94 0.931 0.913
(±0.001) (±0.009) (±0.01) (±0.007) (±0.01) (±0.012) (±0.018)

Median 0.974 0.965 0.955 0.939 0.904 0.876 0.852
(±0.005) (±0.006) (±0.01) (±0.024) (±0.032) (±0.054) (±0.056)

k-NN 0.979 0.972 0.969 0.96 0.944 0.926 0.898
(±0.002) (±0.004) (±0.006) (±0.012) (±0.021) (±0.029) (±0.039)

Table 14. Overall Classification Accuracy on the CRYO database.

Imput. Missing values in dataset (std. deviation)
method 5% 10% 15% 20% 25% 30% 35%

k-NNI 0.847 0.846 0.842 0.838 0.837 0.84 0.836
(±0.007) (±0.008) (±0.016) (±0.017) (±0.02) (±0.014) (±0.028)

PMM 0.853 0.852 0.852 0.85 0.841 0.846 0.83
(±0.007) (±0.009) (±0.009) (±0.013) (±0.012) (±0.018) (±0.034)

Mean 0.838 0.831 0.831 0.827 0.821 0.823 0.814
(±0.006) (±0.016) (±0.016) (±0.019) (±0.018) (±0.019) (±0.023)

Median 0.853 0.852 0.848 0.853 0.84 0.84 0.818
(±0.005) (±0.012) (±0.009) (±0.009) (±0.014) (±0.016) (±0.032)

k-NN 0.858 0.856 0.851 0.852 0.854 0.848 0.831
(±0.005) (±0.007) (±0.008) (±0.013) (±0.017) (±0.015) (±0.024)

Table 15. Average classification accuracy of the imputed values (higher is better).

Imput. Dataset name
method WINE WDBC CTG MESS MESO CRYO

k-NNI 0.976 0.931 0.812 0.578 0.972 0.841
PMM 0.970 0.931 0.811 0.565 0.979 0.846
Mean 0.967 0.929 0.791 0.570 0.953 0.827
Median 0.961 0.924 0.798 0.575 0.923 0.843
k-NN 0.971 0.931 0.804 0.572 0.950 0.850
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From observation of raw NRMS and accuracy results it may not be clear,
which method outperforms rest. To make results more comparable, ranks have
been calculated for all tests. As can be seen, for both measures, the proposed
k-NNI method has the lowest rank (Table 16), and thus can be seen as superior
to other methods in the comparison.

Table 16. Average rank of imputation method according to NRMS and OCA (lower
is better).

method NRMS OCA

k-NNI 2.1 2.0
PMM 2.7 2.5
Mean 3.5 4.1
Median 4.2 3.9
k-NN 2.6 2.5

Results of the Overall Classification Accuracy can be also compared in pairs
using a Bayesian Signed-Rank Test [4] in the form of ROPE [5] diagrams (Fig. 3).

Fig. 3. ROPE diagrams for Proposed Method vs. PMM, Mean, Median, and kNN
imputation.
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5 Conclusions

We may conclude that in the aspect of both the NRMS and the overall clas-
sification accuracy, the proposed k-NNI is superior to all compared methods,
including the state of the art PMM. The detailed analysis shows, that the k-NNI
gains more advantage over other methods on data sets containing a significant
number of the missing values (≥ 20%). In conjunction with the speed, and ease of
implementation of the proposed method, this should be considered as a satisfac-
tory result. Additionally, the separate processing of each feature allows parallel
processing of multiple features at the same time. It also eliminates the need for
a normalization or any other form of a scaling of a data. The empirical results
prove, that the imputed data does not overfit the classifier, i.e. the classification
accuracy of the degraded, and then imputed data set, is not better than of the
original data set. It is also stable in the function of a number of missing values.
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