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Abstract. We consider the problem of mimicking the behavior of the
nearest neighbor algorithm with an unknown distance measure. Our goal
is, in particular, to design and update a learning set so that two NN
algorithms with various distance functions ρp and ρq, 0 < p, q < ∞,
classify in the same way, and to approximate the behavior of one classifier
by the other. The autism disorder-related motivation of the problem is
presented.

1 Introduction and problem statement

We investigate a problem of mimicking the behavior of a nearest neighbor binary
classifier with a distance measure function ρp (x,X) = ‖x−X‖p, p ∈ (0,∞).
The training set consists of pairs S = {(Xn, Yn)} , where Xn ∈ R2 is a two-
dimensional vector (a pattern), and Yn ∈ {0, 1} denotes a class the vector belongs
to.

Unlike most of the classification problems, where the goal is to construct an
effective classifier (and investigate its properties), we assume that there exists a
fixed classifier, gq (·), implementing the nearest neighbor rule based on a distance
measure ρq, with unknown q. A fundamental assumption here is that neither its
classification rule nor the distance function can be replaced.

Within such a framework, the following problems are examined:

1. Given a training set S = {(Xn, Yn)}, n = 1, . . . , N, design a new (aug-
mented) training set A ⊃ S that allows the unknown classifier gq (·) to
approximate (mimic) the behavior of a known classifier gp (·).

2. For the known classifier qp (·) and a new data pair {(XN+1, YN+1)}, modify
the training set A to make the unknown one, gq (·), work in the same way.

Our problem formulation is based on the autistic perception model (presented
in more detail in Section 4).

2 1-NN classifiers and on-grid learning sets

Here we shortly recall a rule implemented in the nearest neighbor classifier and
its basic asymptotic properties; see [2, Ch. 5.1] and the works cited therein.
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2.1 Nearest neighbor classifier

Let x be a new pattern and let

Sρ,p (x) =
{(

X(1) (x) , Y(1)
)
, . . . ,

(
X(N) (x) , Y(N)

)}
be a sequence in which the training pairs from S are sorted w.r.t. increasing
distances ρp (x,Xn). The NN rule assigns x to the class indicated by the first
pattern in the ordered sequence:

gS (x) = Y(1).

In spite of its simplicity, the algorithm has relatively good asymptotic properties.
In particular, the following upper bound holds for the expected error probability

LNN = lim
N→∞

P {gS (X) 6= Y } ≤ 2L∗,

where L∗ = E {2η (X) (1− η (X))} and η (x) = P (Y = 1|X = x) are the Bayes
error and a posteriori probability of error for an arbitrary distribution of X,
respectively. In other words, the error of the NN classifier is asymptotically at
most twice as large as of the optimal classifier.3 The NN algorithm is universal
in the sense that its asymptotic performance does not depend on the choice of
the distance measure ρ if it is an arbitrary norm in Rd, d <∞, [2, Pr. 5.1].

The formal results presented above are thus encouraging, however, we are
interested in a non-asymptotic behavior of the NN classifier and in distance
measures that are not derived from norms, that is, we admit ρp, ρq with p, q < 1.

Fig. 1: Voronoi diagrams for various distance measures ρp, p = 1/4, 1, 2 and 4,
from left to right. N = 8 (for improved visibility the Voronoi cells have different
colors, in spite of the fact that we examine a dichotomy problem, i.e. the binary
classifiers only)

3 Hence, if L∗ is small, the performance of the NN algorithm can be acceptable, [2,
Ch. 2.1 and 5.2].
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2.2 Voronoi cells

For two-dimensional patterns, a working principle of the nearest neighbor clas-
sifier can conveniently be illustrated in the form of the Voronoi diagrams where
each training pattern {Xn} determines a set (called a Voronoi cell) of its closest
neighbors (with respect to the selected distance measure).4

2.3 On-grid training set

The various shapes of the Voronoi cells – as clearly seen in Fig. 1 – imply that
for the same training set S, the classifiers with various distance functions Lq
will make different decisions. In particular, if the parameter q in ρq is unknown,
these decisions can be difficult to predict, especially for q < 1.

Observe, however, that if the training patterns {Xn}, n = 1, . . . , N × N ,
form a grid,5 that is, they are all located at the crossing of lines parallel to OX
and OY axes, and determined by their coordinates, then, for any p ∈ (0,∞), the
shapes of the resulting Voronoi diagrams will be the same.

Fig. 2: The original Voronoi diagram for ρp, p = 1/4, N = 8 (left) and its (iden-
tical) distance measure-independent approximations, generated for q = 1, 2, and
4

We will only present a sketch of the proof of this property here. Consider
a case p = 2 and take a pair of points. Then, using the ruler and compass,
construct the line which is equidistant to them. Observe that:

– The line splits the plane and creates two Voronoi cells,
– The construction is not based on the radius of the drawn circles but on their

mirror symmetry with respect to the constructed line. Since all circles in ρp
possess this symmetry property, the splitting line will have the same location
for any p.

Repeating the construction for all pairs of adjacent points (corresponding
with patterns {Xn}) will yield the Voronoi diagram the same for all ρp, p ∈
(0,∞); see Figs. 2 and 3.
4 See https://github.com/Bahrd/Voronoi for the Python scripts.
5 Note that, due to randomness of the patterns {Xn} , the grid points are not equidis-
tant.
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Remark 1. Observe that, by virtue of the construction, the same behavior of the
NN classifiers for various values p holds only if points are located on the grid.
It seems to be a serious restriction, however in what follows we assume that
forming a grid is a necessary condition for two classifiers with different p and q
to behave in the same way.

3 Proposed solutions

The solution to the first and second problems can now be immediately derived
as follows:

1. Given a set S of N learning pairs, add N (N − 1) new pairs that create
an N ×N on-grid set A with new points classified according to the known
classifier gp (·). If the approximation appears too crude (i.e. the shapes of the
new Voronoi cells are not sufficently similar to the original ones), then one
can add new L points and create a denser grid (L+N)× (L+N), cf. Figs.
3. The obvious expense is the quadratic growth of the number of training
points.

2. In order to add a new pattern (XN×N+1, YN×N+1) to the existing on-grid
set A, the set of accompanying patterns has to be added as well in order to
maintain a grid structure of the training set. That is, the new set of patterns
{(XN×N+n, YN×N+n)}, n = 1, . . . , N + 1, need to be added with each new
pattern classified by the known classifier gp (·).

Fig. 3: The diagram of the q2 (·) classifier with N = 8 training pairs and its
distance measure-independent approximations: ’crude’ for N = 8 × 8 and ’fine’
for N = 16 × 16 grid points (red dots – the initial set S, white – augmented
on-grid sets A)

4 Autistic learning context and final remarks

The specific assumptions made in this note are derived from observations of
autistic persons and from hypotheses based on the phenomena published in the
literature; see e.g.: [1], [7], [4], [9], [8]. For instance:
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– The attention to details and perception of minute changes, that is charac-
teristic for autistic persons, can correspond to the distance measures ρq with
q < 1. Note that q can be unknown, different for each person, and (because,
for instance, of varying fatigue level) can also vary in time, cf. [8].

– An increased attention can result in sensory overload and chronic fatigue-like
state, decreasing learning abilities and increasing impatience can be represent
by the greedy 1-NN algorithm (rather than by the k-NN one6).

– The binary classification can be applied to generic, yet still useful classes,
like known vs. unknown/unpleasant scenes/situations/objects.

– On-grid patterns points can be seen, in general, as a serious restriction,
however, in a controlled environment, the new samples can be, in principle,
provided and augmented by a therapist.

We believe that our approach, starting from observations, to hypotheses, to
models and algorithms (together with their formal and simulation-based verifi-
cation), resulting eventually in treatment and therapy proposals, is compatible
with the computational psychiatry methodology; 7 cf. [3], [5], [6]. Early exami-
nation of formal properties of the proposed models can also limit a number of
actual experiments the autistic persons are involved in. The primary reasons
behind this motivation is that trials and tests are:

– Expensive, as gathering numerous and representative autistic cohort without
disturbing their routine (and subsequently, interfere with the outcome of the
experiment) is laborious.

– Time-consuming, because getting the autistic person used to the new envi-
ronment requires sometimes a months-long preparation period.

– Difficult to assess, since autistic persons may not be able to communicate the
results, and therefore some indirect and noninvasive measurement methods
have to be applied.
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