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Abstract. One of the long-standing difficulties in machine learning in-
volves distortions present in data — different input feature vectors may
represent the same entity. This observation has led to the introduction of
invariant machine learning methods, for example techniques that ignore
shifts, rotations, or light and pose changes in images. These approaches
typically utilize pre-defined invariant features or invariant kernels, and re-
quire the designer to analyze what type of distortions are to be expected.
While specifying possible sources of variance is straightforward for im-
ages, it is more difficult in other domains. Here, we focus on learning an
invariant representation from data, without any information of what the
distortions present in the data, only based on information whether any
two samples are distorted variants of the same entity, or not. In princi-
ple, standard neural network architectures should be able to learn the
invariance from data, given sufficient numbers of examples of it. We re-
port that, somewhat surprisingly, learning to approximate even a simple
types of invariant representation is difficult. We then propose a new type
of layer, with a richer output representation, one that is better suited for
learning invariances from data.
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1 Introduction

Machine learning deals with many application scenarios which pose difficulties
for the learning method. These include supervised learning problems with highly
skewed distribution of cardinalities across classes [9], and data with concept drift
[5]. But even in the absence of the above problems, learning may be difficult — one
example involves scenarios where data becomes distorted, in some unknown way,
prior to being captured; that is, the same object can be represented by multiple
different feature vectors [19]. Methods that provide invariance to specific types
of distortions, such as image translation or rotation, have a long history in pat-
tern recognition. Approaches based on Fourier transform [10], Zernike moments
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[8], and Radon transform [1], have been used to generate invariant features that
can be used in downstream learning methods. Invariant kernels have also been
proposed [6]. In constructing deep learning models, convolutional and pooling
layers [12] offer limited amount of invariance to translation [13], and dedicated
methods for achieving more robust translational invariance [11, 18], or rotation
invariance [3] have been proposed. What unites these approaches is that the type
of invariance the model can handle is inherent in the construction, and is fixed.
Learning the invariance from training data is an alternative approach. It is com-
mon in the language understanding domain, where word embeddings are learned,
using large text corpus, to provide very similar vector representation to words
that have the same meaning, but are different [14, 16, 15]. Outside of language
modeling, the first method to learn invariances from training data, Augerino [2],
has been proposed recently; it operates by specifying a parametric distribution
over various augmentations of the input, and learning which augmentations, to
which the model should be invariant, are useful. One should note that learning
representations that are invariant over individual samples, as above, is different
from learning representations that are invariant, with respect to some distri-
bution characteristics, over several populations, often from different domains,
as is common in domain adaptation approaches [20]. It is also distinct from the
problem of learning equivariant representations, that is, representations in which
variation on input leads to an equivalent variation in the representation [17].

Here, we propose a different method for learning invariant neural networks
from data. Instead of defining a priori which transformations of input the network
should ignore, or learning it through analyzing various input augmentations, we
consider a scenario in which the training set consists not only of input samples,
but also includes information which samples are the same, up to some trans-
formation. For example, the training set may consist of several horizontal and
vertical mirror version of an image, and based on the information that these
images are essentially the same, the network should learn to become invariant
to horizontal and vertical axial symmetry. More formally, for samples x € X,
given an unknown family of transformations {vy : X — X'} parameterized by
some vector , we aim to train a model Fg(z), where § are trainable model
weights, such that Fg(xz) = Fg(z') if and only if a  exists such that 2’ = vg(x).
That is, the representation resulting from model F' should be the same for the
same entity, irrespective of the distortion. On the other hand, two samples that
are not distorted variants of the same underlying entity should have different
representation. In order to construct network F' that produces the invariant rep-
resentation, we consider an auto-encoder architecture, consisting of an encoder
and a decoder network. In our design, the intermediate layer resulting from an
encoder network is partitioned into two parts: the invariant part representing the
desired Fj, and the variance part that is needed during training for the decoder
to reconstruct the auto-encoder’s input and can be discarded after training. To
facilitate learning the invariance, we assume the training set consists of triples
(z,2',d) € X x X xR, where d captures whether samples x and z’ are the same,
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up to a distortion, or not; we use this information to equip the auto-encoder with
an invariance-promoting loss.

The rest of the paper is organized as follows. In Section 2, we describe the
autoencoder architecture in more detail. In Section 3, we provide experimental
evidence that autoencoders constructed using standard neural network building
blocks neural network have difficulties in learning invariance from data. In Sec-
tion 4, we propose a new, richer layer that leads to much more effective learning
of invariance from data. In Section 5, we show that an autoencoder built using
the new layers can learn nontrivial types of invariance.

2 Architecture for Learning Invariant Representations

An auto-encoder is a neural network that attempts to copy its inputs = to its
outputs y, that is y ~ x. Internally, it has a latent intermediate layer z that
describes a code used to represent some aspect of the input. Since the network’s
output y is supposed to be similar to input x, we typically are most interested
in z, the intermediate layer, not in y. An auto-encoder consists of two parts: an
encoder f that transforms the inputs « to intermediate code z (z = f(z)) and a
decoder g that produces a reconstruction of inputs from the intermediate code
y = g(z) = g(f(x)). Function f and g are represented by multi-layer network.
We want the outputs y to be as close to the inputs x as possible; to achieve that,
we use mean-squared error of the reconstruction as the loss

Lautoy(w,y) = Lz, g(f(2))) = llo — g(f(2))I3. (1)

The idea of auto-encoders can be applied to dimensionality reduction, feature
learning, and pre-training of a deep neural network — in all these cases, the useful
part is the encoder, which is for example trained to produce low-dimensional,
feature-rich representation of the input. The decoder is added to ascertain that
all the relevant information from the input is represented in the result of the
encoder, z.

We extend the auto-encoder to include an additional loss ¢;,, operating on
the intermediate code z = f(x), to train the network to learn representations
with desired properties. Here, we want some part of the code z to be invariant.
At the same time, the remaining part of z will capture the information about the
distortion, since auto-encoder needs full information about the sample in order
to reconstruct it faithfully. In this way, the invariant representation will not be
trivial, for example, all null.

Fully-connected feed-forward neural networks with at least one hidden layer
and with a nonlinear activation function are universal approximators [7,4], and
are thus capable of modeling arbitrary well-behaved functions. In principle, we
should be able to train and encoder-decoder pair that provides invariance in the
intermediate code z = f(x), although the network may need to be wide.
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3 Learning Invariant Representations is Hard

Before attempting to training networks to learn unknown invariance based on
triples (z,2’,d) € X x X x R, we test whether training the network to produce
an invariant representation can be achieved using standard building blocks in
the simplified scenario when the desired invariance is known, and the invariant
representation can be pre-defined by the network designer. That is, given any
input z, the desired code z = f(x) is known in advance. In this simplified
scenario, the network does not have to come up with the invariant representation
on its own. Instead of triples (x,2’,d) € X X X x R, the network is given pairs
(z,2*), where z* is the what we desire the code z to be, and can use them to
learn the invariant mapping in a supervised way.

To test the ability of standard neural architectures to learn pre-defined invari-
ant representations, we focused on invariance to circular translation. The design
of an encoder-decoder with the latent code that is invariant to this transfor-
mation is straightforward: the discrete Fourier transform can act as an encoder
that transforms input vector x into the frequency domain vector z, where the
modulus is invariant to circular shift in the input, and the phase is not invariant.
Then, the inverse Fourier transform can be used as a decoder that can put back
the modulus and phase to reconstruct the original input. That is, the additional
loss operating on the output of the encoder is just

lino(2, ) = ||z = DFT(2)]3,

where z* = DFT(x) can be pre-calculated numerically and provided to the net-
work as a supervised training signal. The complete training loss for the network
go f is then composed of the auto-encoder and the invariance terms

L(z) = [lz — g(f(@))lI3 + Allf () — DFT()]3,

where A are user-defined coefficients, we used A\ = 8 in the experiments, indi-
cating that we focus more on the intermediate layer than on the auto-encoder
reconstruction error.

We constructed two datasets, one with 10 features, and one with 20 features.
All feature values for all samples are sampled independently from a uniform uni-
variate distribution on [—1, 1]. The target supervised signal for the intermediate
code z, denoted by z*, is calculated by performing discrete Fourier transform on
each sample, z* = DFT(z), which results in a vector of complex numbers of the
same dimensionality as the input x. Then, we define four quantities, each being
a real-valued vector of the same dimensionality as the input vector z

+* = DFT(x),
modulus = |z¥|
phase = Phase(z")
cosine = cos(phase)

sine = sin(phase).
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Of these four vectors, the modulus is known to be invariant to input translation.
We conducted two experiments, representing the desired input representation
z* = DFT(z) as [modulus, phase] or as [modulus, sine, cosine]. In each exper-
iment, the network’s output z is compared to the desired output z*, and the
discrepancy in the form of the mean-square error is used as the loss that should
be minimized during training. In addition to the training set consisting of 60,000
samples, we also created a separate test set of 10,000 samples following the same
protocol. We use stochastic gradient descent (SGD) with batch size 128 to min-
imize the loss L(x).

We tested four accessible nonlinear activation functions: unipolar sigmoid,
bipolar sigmoid, ReLU, and SELU. We tested networks with depth varying be-
tween 2 and 20 layers, and we made the networks wide by using 8d neurons in
each layer, where d is the dimensionality of input vectors x. The results Fig. 1
show that SELU activation function is better than the other three, but none of
the four activation functions leads to low MSE.

Experiment | Experiment Il

— Reconstruction — Reconstruction
100 — Modulus — Modulus
— Phase — Cosine
sine
1071

log(avgMSE_tst)
log(avgMSE_tst)

25 50 75 100 125 150 175 200 25 50 75 100 125 150 175 200
number of layers number of layers

(a) d=10 (b) d=10

Experiment | Experiment Il
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100 — Modulus 100 — Modulus

— Phase — Cosine
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log(avgMSE_tst)
log(avgMSE_tst)

25 50 75 100 125 150 175 200 25 50 75 100 125 150 175 200
number of layers number of layers

(¢) d=20 (d) d=20

Fig. 1: MSE for each part of code z with activation function SELU. Experiment
I (left) denotes learning modulus-phase, while Experiment II (right) denotes
learning modulus-sine-cosine. We tested inputs with d = 10 and d = 20 input
features.

To exclude the scenario where the joint task of learning the reconstruction
and the invariance makes the problem challenging, we compared the MSE for the
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full auto-encoder with the result for only training the encoder f to approximate
2* = DFT(z) using || f(z) — DFT(z)||3 as the only term in the loss. We also
trained only the decoder g, that is, we minimized ||z — g(DFT(z))||3. Results in
Figure 2 show that the difficulty comes mostly from training the encoder.

loglavgMsE_tst)
loglavgMISE tst)
loglavgMSE_tst)

— Experiment |
— Experiment I

25 50 75 100 125 150 15 200 25 50 75 100 125 150 175 200 25 50 75 100 125 150 175 200
numbs ers number of layers number of lavers.

(a) Total MSE (b) Inputs z - Code z (c) Code z - Inputs z

Experiment | — Experiment |
— Experiment I

— Experiment |
— Experiment I

107!

loglavgMSE_tst)
loglavgMsE_tst)
loglavgMSE tst)

25 50 75 100 125 150 175 200 25 50 75 100 125 150 175 200 25 50 75 100 125 150 175 200
number of lavers number of lavers number of lavers

(d) Total MSE (e) Inputs = - Code z (f) Code z - Inputs x

Fig. 2: MSE for training the full auto-encoder (left), just the encoder (center),
and just the decoder (right). Plots on top show the results of the dataset of 10
features and 20 features on the bottom.

The results of experiments in this section show that deep and relatively wide
networks, with the most popular activation functions, with up to 20 layers and
with width exceeding the input dimensionality by a factor of 8, are not suited
well to learn invariant representations, even in a simplified scenario where the
exact form of the representation is known a priori and can be used as a target
training signal in a supervised way.

4 Proposed New Layer for Learning Invariances

We hypothesize that using layers with a linear transformation followed by a sin-
gle, fixed nonlinearity applied element-wise is to restrictive to learn complicated
invariant representation. To alleviate that problem, we define an extended layer
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based on a richer set of transformations

0O = Output from previous layer,
02 =V X%ven + X%dd7
03 = TEven/OZa
layer(0y) =
Oy = TOdd/027
05 = 03 * 04,
Outputs = [01, 02, 03, 04, 05],

where

X=0,W+5b
XEgven = Choose the even columns of X,
Xodaq = Choose the odd columns of X.

The layer consists of a skip connection similar to those used in residual net-
works (O1), a 2-norm (Oz), a normalized linear transformation (O3 and O,), and
a normalized quadratic transformation (Os), concatenated together. Weights W
and biases b are the trainable parameters of the layer. The number of columns
of Oz, O3, Oy4, and Os is all half the number of Oy, thus the dimensionality of
the output of the layer is three times the dimensionality of input.

Experiment Il

—— Experiment Il
10°

log(avgMSE _tst)
o
5

log(avgMSE tst)

o
5

1073 Experiment Il 107
— Experiment I

25 5.0 75 10.0 125 15.0 17.5 20.0 25 5.0 75 10.0 125 15.0 17.5 20.0
number of layers number of layers

(a) 10 features (b) 20 features
SELU vs. fmized SELU vs. fmized

Fig. 3: Comparison of an auto-encoder with standard layers that use SELU acti-
vation function (blue) and auto-encoder using the new proposed layers (yellow)
on the task of supervised learning of translation invariance, for d = 10 (left) and
d = 20 (right) input features.

The results in Figure 3 show that the new layer is much more capable of
approximating the invariance. In the simple case when the invariant representa-
tion, z*, is known a priori, the mean-squared error of approximating it is lower
by more than an order of magnitude for the new layer (yellow in Fig. 3) com-
pared to standard layer with SELU activation function (blue in Fig. 3), which
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performed best compared to RELU and sigmoids. Notably, the best results with
the new layer are achieved for relatively shallow networks, while for SELU-based
layers a deep network is needed.

5 Learning Invariant Representations from Data

The experiments above assumed that we know what type of transformation
— e.g., translation — is present in the input data, and thus we have a way of
calculating the desired invariant representation and training the network in a
supervised way. While this approach is useful in evaluating inherent ability of
different architectures to capture invariance, it is far from our goal of learning
invariance from data — if the desired transformation, for example DFT, is known
a priori, there is no need for the network to learn to approximate it, it can be
used directly as a pre-processing step.

Our goal is to show the network examples of input samples that are the same
but have been transformed, and samples that are not the same. We want to train
the network to discover what the invariant transformation is based on the above
information alone, without defining the specific type of invariance upfront. To
this end, the network is presented on input with triples (z,2',d) € X x X x Ry,
where d is null if one sample is a transformed version of the other, and not
null otherwise. We then train the auto-encoder g(f(x)), and we focus on part
of the intermediate code z = f(z), denoted z;n,(x), to capture the invariant
representation. We expect that given a triple (z,x’,d), the intermediate codes
Ze = Zino(2) and zy = Ziny (#') for the two samples will have d(z, 2') = ||2p — zo |
similar to d. We are most interested in preserving small distances; thus, we use
the inverse of squared Euclidean distance as the invariance-promoting term in
the loss

2
S 1 1
ginv(dad(wax)) - <5+0&d2 - 6+QCZ($,$/)2> ) (2)

where § and « are hyperparameters.

5.1 Experimental Validation on Translation Invariance

We conducted a series of experiments to validate the ability of the new layer to
learn invariance from data.

Our first experiment involves learning translation invariance. We create a
dataset in which samples come in pairs, the first sample is random as described
before, and the second sample is a shifted version of the first sample, with the
amount of shift selected randomly. For example, if we have a sample 1,2, 3,4, 5,
and we want to shift this sample by 2 positions, this sample is then changed
to 4,5,1,2,3. As the true distance, d* we use the Euclidean distance between
modulus of Fourier transforms of the samples; thus, we have null distance if two
samples are shifted versions of each other, and positive distance otherwise.
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The results presented in Figure 4, left panel, show that in the absence of
the true desired values of the intermediate code, and with access to pairwise dis-
tance data instead, the auto-encoder is still able to learn invariant representation
equivalent to the Fourier transform of the input.

10-1 { — Reconstruction —— Reconstruction
—— Mid: Dists of Modulus — Modulus

loglavgmst_tst)
log(avgMSE tst)

2.5 5.0 75 0.0 125 150 175 200 3 2 5 6 7 8 9 10
number of layers number of lavers

Fig.4: MSE for auto-encoder reconstruction (red) and for learning invariant
intermediate code (blue) for simple shift invariance (left) and for two-part shift
invariance (right).

We also created a dataset in which each sample is composed of two parts, left
and right, and a circular shift occurs independently within each part. The parts
are of equal size, that is, if the sample has 10 features, each part consists of 5
features. If both parts of the sample are shifted version of another sample, the
true distance d* is null. We also create samples which are the same, concerning
invariance, only in one part — those samples have d* > 0 and allow us to detect if
invariance for both parts is appropriately learned. The results in Figure 4, right
panel, show that our architecture can successfully learn this type of invariance
— the MSE is below 10~%.

5.2 Experimental Validation beyond Translation Invariance

To move beyond simple shift-invariance, we tested invariance to an unknown
set of permutations of dimensions. Specifically, prior to experiments with data
of dimensionality d, we created a random cycle over a graph with d nodes, one
per input dimension, and performed a cyclic shift of dimensions by a random
number of steps along that cycle — the network should learn to be invariant to
this set of permutations of data dimensions. As another example, we combined
cyclic translation with multiplication of the input by a scalar. The results in
Figure 5 show that both types of invariances are learned successfully.

The above experiments show that the proposed approach can be used to
learn representations invariant to various transformations: shifting, scaling, and
shuffling dimensions, and it can still achieve excellent performance even if the
desired output of the invariant transformation is not known a priori, but has to
be learned from examples.
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— Reconstruction
10-2{ — Modulus 1072

— Reconstruction
— widdle_layer

log(avgMSE_tst)
log (avgMSE_tst)

Fig.5: MSE for auto-encoder reconstruction (red) and for learning invariant
intermediate code (blue) for a set of fixed, unknown permutations of dimensions
(left), and for translation and scaling (right).

6 Conclusions and Future Work

We focused on constructing neural networks that are invariant to transforma-
tions in the input samples. Instead of known, pre-defined type of invariance, we
consider a more flexible scenario where invariance is learned from data. First, we
showed that standard neural networks are poorly suited to capture invariance,
leading to the need for approaches such as dataset augmentation with rotated,
translated, or scaled versions of input images [2]. We then propose a new, richer
layer, and show that it is more capable of learning invariance. We then show
that the proposed new approach is effective in learning invariance form data, by
utilizing information about which samples represent the same input subjected to
some unknown transformation. These results open the avenue to creating neu-
ral networks that can be robust to various changes in the input — our future
work will focus on exploring practical applications of this new type of networks.
One possible application is in analyzing molecular profiles, such as gene expres-
sion, where several similar but different expression patterns can be functionally
similar, for example if they represent utilization of two alternative biological
pathways.
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