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Abstract. Pre-trained models with latent variables have been proved to
be an effective method in the diverse dialogue generation. However, the
latent variables in current models are finite and uninformative, making
the generated responses lack diversity and informativeness. In order to
address this problem, we propose an exemplar guided latent pre-trained
dialogue generation model to sample the latent variables from a continu-
ous sentence embedding space, which can be controlled by the exemplar
sentences. The proposed model contains two parts: exemplar seeking and
response generation. First, the exemplar seeking builds a sentence graph
based on the given dataset and seeks an enlightened exemplar from the
graph. Next, the response generation constructs informative latent vari-
ables based on the exemplar and generates diverse responses with latent
variables. Experiments show that the model can effectively improve the
propriety and diversity of responses and achieve state-of-the-art perfor-
mance.

Keywords: Multiple Responses Generation · Pre-trained Generation ·
Dialogue Generation.

1 Introduction

Text generation, which is a challenging task due to the limited dataset and com-
plex background knowledge, is one of the most popular branches of machine
learning. By pre-trained on large-scale text corpora and finetuning on down-
stream tasks, self-supervised pre-trained models such as GPT[1], UNILM[2], and
ERNIE[3, 4] achieve prominent improvement in text generation. Dialogue gen-
eration is one of the text generation tasks, so the pre-trained models also gain
remarkable success in dialogue generation[5, 6]. However, these researches treat
the dialogue dataset as the general text and ignore the unique linguistic pattern
in conversations.

Different from general text generation, dialogue generation requires the model
to deal with the one-to-many relationship. That is, different informative replies
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can answer the same query in human conversation. To better address this re-
lationship, some studies[7–12] focus on improving pre-trained conversation gen-
eration with the help of external knowledge. For example, incorporating addi-
tional texts [8], multi-modal information[13], and personal characters[7, 11, 12].
They have shown external knowledge can effectively improve response genera-
tion. However, the defect of these methods is obvious since they all heavily rely
on high-quality knowledge beyond the dialogue text. In addition, the external
knowledge is unavailable in a real conversation scenario. To model the one-to-
many relationship without external knowledge, inducing latent variables into a
pre-trained model is a valid way. With discrete latent variables corresponding
to latent speech acts, PLATO[14] and PLATO-2[15] can generate diverse re-
sponses and outperform other state-of-the-art methods. However, the discrete
latent variables in their work are finite and contain insufficient information, so
that the diversity and informativeness of generated responses are limited.

In order to allow latent variables to be more diverse and more informative,
we propose the exemplar guided latent pre-trained dialogue generation model.
The model treats latent variables as the continuous embeddings of sentences in-
stead of discrete ones. Besides, it has been proved that the usage of exemplar can
bring more beneficial and diverse information [16–19] for dialogue generation, so
we utilize exemplars to guide the model to construct more informative latent
variables. The exemplars contain explicit referable exemplary information from
the given dataset. Different from the previous work, which directly searches ex-
emplars with similar semantics to the current conversation, we first constructed
a sentence graph and then find the relevant exemplars in the graph. By alter-
ing different exemplars, the model can generate more diverse and informative
responses.

To achieve our goal, the proposed model is designed with two main parts:
exemplar seeking and response generation. In the exemplar seeking, we construct
a sentence graph according to the given dataset offline, and then find the proper
exemplar in the sentence graph for the current dialogue. Next, in the response
generation, we construct the response variable based on the dialogue context
and the given exemplar and use a transformer structure to generate a response
based on the response variable.

Experimental results show that this approach can achieve state-of-the-art
performance. Our contributions can be summarized as follows:

– To generate diverse and informative responses, we propose an exemplar
guided latent pre-trained dialogue generation model, in which latent vari-
ables are continuous sentence embeddings.

– To obtain referable exemplars, we build a sentence graph and search for an
enlightened exemplar in the graph. By altering exemplars and sampling vari-
ables, we can get various latent variables to generate diverse and informative
responses.

– We conduct our model on three dialogue datasets and achieve state-of-the-
art performance.
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2 Related Work
Pre-trained dialogue generation models. DialoGPT[6] exhibits a compelling
performance in generating responses. But it pays not enough attention to the
one-to-many phenomenon in the dialogue. And the one-to-many relationship
can be effectively built with extra knowledge. The researcher[7] uses conditional
labels to specify the type of target response. The study[8] provides related infor-
mation from wiki articles to the pre-trained language model. The work[9] learns
different features of arXiv-style and Holmes-style from two separate datasets
to fine-tune the pre-trained model to generate responses towards the target
style. TOD-BERT[10] incorporates two special tokens for the user and the sys-
tem to model the corresponding dialogue behavior. The researches [11] and [12]
both take the usage of personality attributes to improve the diversity of pre-
trained models. However, those methods train models based on the characteristic
datasets with specific and additional labels, which is not easy to collect. With-
out additional information besides dialogue text, PLATO[14, 15] uses discrete
latent variables, which are dialogue acts, to improve the diversity of generation.
However, the diversity and informativeness of dialogue acts are limited, so their
model’s improvement is limited.

Hybrid neural conversation models that combine the benefits of both
retrieval and generation methods can promote dialogue generation effectiveness.
Studies [20] and [21] apply retrieved sentences to assist the generation network
in producing more informative responses. Still, retrieved responses may better
than generated ones, so studies [22, 23] rerank all responses achieved by these two
methods to find the best response. To further improve the quality of generated
responses, Researchers [24] and [25] induce the reinforcement learning process.
Researcher[25] employs the top N retrieved exemplars to estimate the reward
for the generator, and researcher[24] proposes a generative adversarial frame-
work based on reinforcement learning. However, they ignore the phenomenon
that irrelevant information in retrieved sentences may mislead the generation.
Therefore, researchers[26–28] focus on refining the retrieved sentence into a use-
ful skeleton and utilize this skeleton instead of the whole sentence to guide the
generation. Besides, the work[29] applies a two-stage exemplar retrieval model
to retrieves exemplar responses in terms of both the text-similarity and the topic
proximity. In recent, the transformer structure becomes a popular method in text
generation because of its effectiveness. Studies[16–19] conduct this structure to
improve the quality of dialogue generation. However, those works ignore the shift
phonemes of content in human dialogue[30]. To better capture the direction of
this shifting, we form a sentence graph and search for a guiding exemplar in it
to direct the generation.

3 Methodology

3.1 Framework

To generate diverse and informative responses, we propose an exemplar guided
latent pre-trained dialogue generation model that composed of two main parts:
exemplar seeking and response generation.
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The exemplar seeking is designed to get the exemplar sentence. This module
uses the dataset to construct the sentence graph at first. In this graph, nodes
and edges represent keywords and sentences respectively. Then the module starts
from the keyword nodes of the query, wandering along the edge in the graph, to
find the end keyword nodes of the response. Finally, it selects the decent sentence
to be the exemplar sentence in the edges between start and end.

To generate responses according to the dialogue context and intrusive exem-
plary, we invent the responses generation module. It first encodes the dialogue
context to form a Gaussian distribution and samples a context variable from it.
At the same time, this module encodes the exemplar to form another Gaussian
distribution and samples an exemplar variable from it. Next, this module calcu-
lates the response variable based on the context variable and exemplar variable.
Finally, this module generates a response based on the response variable.

3.2 Exemplar Seeking

keyword

sentence set

business - pruchase sentence set:
1、I need to purchase some business card
2、Yes, I'm going to Europe on business and I need to purchase some 
Traveller's Cheques.
……

......

......

reduce- pruchase sentence set:
1、If you  don't reduce your price, we won't purchase  from you any more 
because there's plenty of other business offering here.
2、if you purchase more than 10000 units we can reduce it to $12.
3、I think It’s little high to purchase, can’t you reduce it?
……

purchase reduce

time

business

japan call

price

Fig. 1. An Example of Sentence Graph. The blue nodes in the graph represent key-
words, while the gray edge between the two nodes represents the set of sentences with
these two nodes as keywords.

This module tries to get an enlightened exemplar to guide the response gen-
eration stage. Instead of directly retrieving a sentence just by literally-similarity
methods in endeavors[16–19], we hope to find an exemplar that can reflect the
content shift[30, 31] in conversation, and use this exemplar to guide the genera-
tion process. For this purpose, we design a graph-based method to capture the
semantic transfer phenomenon, which consists of two parts: graph construction
and exemplar selection. The former first constructs a sentence graph based on
the given dataset, and the latter selects a suitable exemplar from the sentence
graph for current dialogue.

Graph Construction This section purposes to form a sentence graph, from
which we can quickly locate a suitable exemplar for the current conversation. To
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this end, we treat the sentences as the edges and the keywords in the sentence
as the nodes. What’s more, we define words with the Top-k TF-IDF values in
each sentence as the keywords of this sentence. After that, we extract tuples
like (keywords1, sentence set, keywords2), where keywords1 and keywords2 are
two keywords that exist in the same sentence, and the sentence set is the set
of sentences that contains keywords1 and keywords2. As shown in the Fig.1, we
next construct the graph from those tuples.

Exemplar Selection After preparing the whole graph, exemplar selection
searches for an exact exemplar in the graph. We set keywords in the query
as start nodes, and collect keywords from n hops. If the keywords in the re-
sponse are reachable in n hops, we random choose a sentence from the edge of
the last hop as the exemplar sentence. For example, as shown in the Fig.1, the
keyword “price” is the keyword in the query, and the “reduce” is the keyword in
the response, so we chose the sentence “If you don’t reduce your price, we won’t
purchase from you any more because there’s plenty of other business offering
here.” as the exemplar.

3.3 Responses Generation

After an exemplar is selected, responses generation module attempts to gener-
ate the final response based on the dialogue context and the given exemplar. To
achieve the goal, we design this module with three parts: an input construction,
a latent construction, and a multi-task decoder. At first, The input construction
is assigned to construct the input of the latent construction. Second, the la-
tent construction encodes the input into latent variables. Finally, the multi-task
decoder completes three generation tasks with these variables.

Position 
Embedding

Turn
Embedding

Type
Embedding

Input
Embedding

Role
Embedding

Vocab
Embedding

Context ResponseExemplar 

E0 E1 E2 E3 E4 E5 E6 E7 E8 E9 E0 E1 E2 E3 E4 E5 E6 E7 E8 E1 E2 E3 E4E0

E2 E2 E2 E2 E2 E2 E2 E2 E2 E2 E1 E1 E1 E1 E1 E1 E1 E1 E1 E0 E0 E0 E0E0

EFrank Eis Egetting Emarried E, Edo Eyou Ebelieve Ethis E?E[CLS] E！ E[SEP]Eis Eshe Ereally E？ EI Ecan't Ebelieve EitE[CLS]E[SEP] Eis Ehe Ereally E?E[S2S] E[SEP]

Esrc Esrc Esrc Esrc Esrc Esrc Esrc Esrc Esrc Esrc Esrc Esrc Esrc Esrc Esrc Esrc Esrc Esrc Esrc Etgt Etgt Etgt EtgtEtgtEsrc Esrc

EA EA EA EA EA EA EA EA EA EA EB EB EB EB EB EB EB EB EB EC EC EC ECEC

Frank is getting married do you this ?[CLS] [CLS] Is she really ？ I can't believe it ! [SEP] [S2S][SEP] Is he really ？, [SEP]believe

IFrank Iis Igetting Imarried I, Ido Iyou Ibelieve Ithis I?I[CLS] I！ I[SEP]Iis Ishe Ireally I？ II Ican't Ibelieve IitI[CLS]I[SEP] Iis Ihe Ireally I?I[S2S] I[SEP]

Fig. 2. Input Construction. The input embedding of each token is the embedding sum
of the role, turn, position, segment, and vocab embeddings.

Input Construction Input construction aims to construct a comprehensive
input of generation stage. To enrich input knowledge, we summarize four kinds
of embeddings as the final input embeddings for each token, including the vocab,
role, type, turn, and position embeddings. Vocab embedding are intialized with
UNILM[2]. Role embedding is managed to distinguish the replier and the inter-
locutor in a conversation. Type embedding mainly separates dialogue utterances
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and knowledge information since persona and DSTC dataset contains external
knowledge about current dialogue, such as summary and personal profile. Turn
embedding is numbered from reply to the beginning of the conversation, the
reply is numbered 0, the last statement is numbered 1, and so on. Position em-
beddings are computed according to the token position in each utterance. As
shown in the Fig.2, we concatenate the embeddings of special tags, context,
exemplar, and response as the final input series.

Latent Construction The latent construction module works to produce the
latent variables based on the input. Since a response is related to the dialogue
context and guided by the examplar, the latent response variable can be mea-
sured according to the context variable and the examplar variable:

Zres = Zcon + (Zexe − Zcon) ∗ L (1)

Where Zcon, Zexe, and Zres are latent variables of the dialogue context, the
exemplar, and the response separately. L represents the distance of the Zres in
the direction from Zcon to Zexe. As shown in Fig.3, we use Multi-Layer Trans-
former[32] as the backbone network and apply a special attention mask for the
latent construction. This structure encodes contextual information from both
directions and can encode better contextual representations of text than its uni-
directional counterpart.

We further induce Gaussian distribution to approximate the ideal distribu-
tion of latent variables and use the reparameterization method[33] to get samples
of the latent variable. The latent variable of context can be constructed as:

Zcon = µcon + σcon ∗ ε (2)

where ε ∼ N(0, 1) is a random sampling error, the µcon and the σcon are mean
and standard deviation of the distribution, which derived by a linear layer:[

µcon
log
(
σ2
con

)] = WconOcon + bcon (3)

where Wcon and bcon are training parameters, Ocon is the output of last trans-
former block, at the position of [CLS] before the context as shown in Fig.3. Also,
we conduct the same method to get the Zexe.

Multi-task Decoder Multi-task decoder strives to do multiple generation tasks
with latent variables. In this section, we first reconstruct the input of the trans-
former by replacing embeddings of [CLS] in context with the latent variable Zcon,
replacing embeddings of [CLS] in exemplar with the latent variable Zexe and re-
placing embeddings of [S2S] in response with latent variable Zres. Then, based
on this input, we use a unidirectional network to accomplish multiple generation
tasks. The multiple tasks method has been confirmed to produce an outstanding
influence in the field of text generation, so we also apply multi-task to improve
our model, including Masked LM, Unidirectional LM, and bag-of-words predic-
tion. The three tasks are all generation tasks, and the bidirectional structure of
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Transformer 
Block 2 

Transformer 
Block 1 

Transformer 
Block L 

...

Transformer 
Block 2 

Transformer 
Block 1 

Transformer 
Block T 

...

ex
em
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ar

Input Construction

𝜎!"#𝑢!"#
𝜎$%$𝑢$%$

𝑂!"# 𝑂$%$ 𝑂&$'

𝑧!"# = 𝜇!"# + 𝜎!"# ∗ 𝜀!"#
𝑧$%$ = 𝜇$%$ + 𝜎$%$ ∗ 𝜀$%$

𝑧&$' = 𝑧!"# + 𝑧$%$ − 𝑧!"# ∗ 𝐿

𝑧!"# 𝑧&$'𝑧$%$

𝑢!"# 𝑢$%$

sampling

𝐿

𝑧!"#

𝑧$%$ 𝑧&$'

𝑧!"#

𝑧$%$

𝐿

𝑧!"# 𝑧$%$ 𝑧&$'

𝐼!"# 𝐼!"# 𝐼#$#
Context Exemplar Response

Fig. 3. The architecture of Responses Generation with latent construction and multiple
tasks decode. The self-attentions of latent construction and multi-task decoder are
shown at the right of transformer blocks. Grey dots represent preventing attention and
blank ones represent allowing attention.

Bert will bring future knowledge to the current period. Therefore, as shown in
the Fig.3, we use the unidirectional attention mask so that the generation only
receive the data ahead of the current time sequence.

For Masked LM, the model could trivially predict the target masked word in
a multi-layered network and the prediction objective of masked words in context
can be formed as:

LMASKC = −Ez∼p(zcon|c) log p(w|c) = −Ez∼p(zcon|c)
∑
i∈I

log p(wi|z, w<i) (4)

where wi is the masked word at i-th position and the I is the set of positions of
all masked words in context. At the same time, LMASKE is the prediction goal
of masked words in exemplar and is obtained similarly to LMASKC .

For Unidirectional LM, we use the Unidirectional BERT[2] without token
mask operation to generate all tokens in response. That is, when generating the
t th token in the response r , former tokens are always given to the model as the
input. Then generation probability of response is:

LNLL = −Ez∼p(zres|c,e,r) log p(r|c, e, z) = −Ez∼p(Zres|c,e,r)

T∑
t=1

log p(rt|z, c, e, r<t)

(5)
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where zres is estimated by Latent Construction module given a tuple of (c, e, r),
and T is the length of response sequence.

For bag-of-words prediction, we use the bag-of-words loss[34] to facilitate the
training process of responses’ latent variables and tackle the vanishing latent
variable problem:

LBOW = −Ez∼p(zres|c,e,r)

T∑
t=1

log p(rt|c, e, r) = −Ez∼p(z|c,r)
T∑
t=1

log
efrt∑
vεV e

fv

(6)
where V is vocabulary size and f if a network layer to generate the words in the
target response in a non-autoregressive way:

f = softmax(Wbowhres + bbow) (7)

where hres is the output of zres decoded by the T -th transfomer block in multi-
task decoder as shown in Fig.3. Wbow and bbow are the training parameters.

Overall, the total objective of our model is to jointly minimize the integrated
loss:

L = LMASKC + LMASKE + LNLL + LBOW (8)

3.4 Post-training and Fine-tuning

We employ the pre-trained parameters of the UNILM[2] to initialize our network.
Though UNILM has been proven to be an effective language model, it can not
directly adapt to the task of dialogue generation. Since UNILM is trained on
a large non-conversational corpus, and there is a huge natural gap between the
dialogic corpus and other corpora. In order to make up for the reduced effect
caused by different corpus, we carry out post-training in dialogue corpus. For
each dataset, we first post-train the UNILM structure with masked LM task on
the dialogue corpus without exemplar sentences. After that, we implement the
proposed model to fine-tune corpus with exemplar with all three tasks.

4 Experiments

4.1 Datasets

In order to evaluate the performance of our proposed method, we conducted com-
prehensive experiments on three different datasets: Persona chat, Daily dialog,
and Dstc7-avsd. The daily dialog contains only the dialogue text, but Persona
chat and Dstc7-avsd involve knowledge beyond dialogue. To avoid changing the
structure of our model, we concatenate knowledge text with dialogue context
and treat this combination text as the dialogue context in training.

– Persona chat [35] is a knowledge-based dialogue dataset consisting of 164,356
utterances between crowdworkers who were randomly paired and asked to
act the part of a given provided persona (randomly assigned, and created by
another set of crowdworkers).
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– Daily dialog [36] is a high-quality multi-turn dialogue dataset containing
conversations about our daily life, in which human communicate with others
for two main reasons: exchanging information and enhancing social bonding.

– Dstc7-avsd [37] is an abbreviation of dstc7 challenged audio-visual scene
aware dialogue. It is a conversational QA dataset. Given dialogue context
and background knowledge, the system tries to generate answers in this
challenge. In our experiment, we utilize the unimodal information of text,
which includes the title and abstract of video.

4.2 Baseline and Evaluation

The following models have been compared in the experiments.

– Seq2Seq: Sequence to sequence with attention is employed as the baseline
for the experiments.

– LIC: LIC obtains the well-known performance[38] in the ConvAI2 challenge
[39], in which Persona-Chat dataset is utilized.

– iVAE MI: iVAE MI[40] generates diverse responses with sample-based la-
tent representation and achieves state-of-the-art performance on the dataset
of Daily Dialog.

– CMU: CMU[41] gains excellent achievement in all the evaluation metrics of
DSTC7-AVSD.

– PLATO: PLATO[14] outperforms other methods in all datasets for now.

We use three metrics to evaluate our proposed model, including automatic
evaluation BLEU, DISTINCT, and MSCOCO platform.

– BLEU: We adopt BLEU-(1-4) to measure the overlap of candidates and
references at the character level.

– DISTINCT: This metric is proposed by [42] to evaluate the diversity of the
responses. In the generated responses, the number of distinct unigrams and
bigrams are divided by the total number of generated unigrams and bigrams
in the test set.

– MSCOCO: We employ the MSCOCO platform[43] to evaluate the perfor-
mance in DSTC7-AVSD, including metrics of BLEU, METEOR, ROUGH-L
and CIDEr.

The evaluation methods and results of the baselines are from the project of
PLATO[14].

4.3 Results and Analysis

Comparison of BLEU As shown in Table 2 and Table 3, the large-scale pre-
trained model achieves better performance than the seq2seq on three datasets,
which shows the effectiveness of the large-scale pre-trained model in dialogue
generation tasks. Our method achieves the best results on Persona-Chat, Daily
Dialog datasets. Because our approach introduces a suitable exemplar, providing
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Table 1. The automatic evaluation results of DSTC7-AVSD

Dataset Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGH-L CIDEr

DSTC7-
AVSD

Baseline 0.626 0.485 0.383 0.309 0.215 0.487 0.746
CMU 0.718 0.584 0.478 0.394 0.267 0.563 1.094

PLATO 0.784 0.637 0.525 0.435 0.286 0.596 1.209
Our Method 0.736 0.644 0.607 0.522 0.297 0.610 1.219

better guidance for the generation process, and improving the accuracy. Our
model’s score is lower than PLATO in the BLEU-1 with DSTC7-AVSD dataset
but higher than PLATO in BLEU-2/3/4, which indicates that our model has
more advantages in generating more extended responses. It is because much
information, which our latent variables provide, may confuse the model when
generating short text but be beneficial when generating long text.

Table 2. The automatic evaluation results of Persona-Chat

Dataset Model BLEU-1 BLEU-2 Distinct-1 Distinct-2

Persona-Chat

Seq2Seq 0.448 0.353 0.004 0.016
PLATO w/o Latent 0.405 0.320 0.019 0.113

LIC 0.458 0.357 0.012 0.064
PLATO 0.406 0.315 0.021 0.121

Our method 0.459 0.362 0.020 0.123

Table 3. The automatic evaluation results of Daily Dialog

Dataset Model BLEU-1 BLEU-2 Distinct-1 Distinct-2

Daily-Dialog

Seq2Seq 0.336 0.268 0.030 0.128
iVAE MI 0.309 0.249 0.029 0.250

PLATO w/o Latent 0.405 0.322 0.046 0.246
PLATO 0.397 0.311 0.053 0.291

Our method 0.417 0.334 0.056 0.295

Comparison of Distinct Our model gets the highest score in distinct-1/2 on
the daily dataset, but it is slightly lower than that of PLATO on the distinct-1
on the persona dataset. The most likely reason is that the data in these two
datasets are considerably different. The data of daily dialogue only contains
dialogue text. The information in conversation without the exemplar is limited,
so that information is insufficient to generate various responses. In this case,
our method of introducing more information is effective. However, the corpus of
the persona dataset contains enough additional information about the dialogue.
In this case, the exemplar cannot bring much more useful knowledge about the
current conversation, so our method’s improvement is limited. However, in most
conversation scenes, external knowledge does not exist, so that our model can
be more practical than PLATO.

ICCS Camera Ready Version 2021
To cite this paper please use the final published version:

DOI: 10.1007/978-3-030-77964-1_10

https://dx.doi.org/10.1007/978-3-030-77964-1_10


Exemplar Guided Latent Pre-trained Dialogue Generation 11

4.4 Case Study

Table 4. Some responses generated by our method.

Query Exemplar Response

The taxi drivers
are on strike

again .

I’m going to work . I ’ m going to work late .
OK , let’s go and ask. Let ’ s go and try to find

one .
We can have a company car

take you there .
You have to take a bus .

What ? Are you serious ? Are you serious ?
Why don’t we go for a walk

?
You have to be quick .

I really need
to start eating

healthier .

Anyway health is the most
important thing .

I really need to lose weight .

Oh I see , okay . I think so , too .
In fact your body will only
store fat if you miss meals .

I really need to get some
exercise .

Do you know of another
good restaurant ?

Do you have any plans ?

That’s a good choice . That ’ s a good idea .

We show some generation examples in the Table 4. According to the same
query, we search for different exemplars in the graph to guide the generation
process. Combined with different exemplars, the model generates different infor-
mative responses. Some of the generated responses have obvious overlap with the
exemplar, such as “ I’m going to work late.” And some others have a weak con-
nection with the exemplar, such as “You have to be quick.” This phenomenon
demonstrates that both exemplars can guide the generation effectively. Also,
most exemplars contain knowledge beyond the query so that exemplars can pro-
vide more extra information for model generation.

4.5 The Influence of Exemplar Quality

Table 5. The Influence of Exemplar Quality

Exemplar Position BLEU-1 BLEU-2 Distinct-1 Distinct-2

Ground Truth 0.470 0.361 0.058 0.310

Exemplar in Graph (Our method) 0.417 0.334 0.055 0.295

Random 0.351 0.326 0.048 0.241

NULL(Our method w/o Latent) 0.356 0.329 0.039 0.234

In order to verify the effectiveness of the exemplar seeking module, we use
different quality sentences as the exemplar in our method. We consider the qual-
ity of ground truth is the best, and use random sentences and blank sentences
to replace exemplars in our model. As shown in Table 5, Random sentences get
the worst performance in BLEU because they do not contain accurate informa-
tion and bring misleading noise to the generation. Blank sentences get the worst
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score in Distinct owning to they convey the least information to the generation
process. Our method gains the closest performance to the ground truth, which
shows that the exemplar seeking module is valid.

5 Conclusion

In this paper, we propose the exemplar guided latent pre-trained dialogue genera-
tion model to generate diverse and informative responses. In the proposed model,
we treat the latent variable as the continuous sentence embedding and induce
an enlightened exemplar to guide the generation. Results of experiments prove
the proposed model improves the diversity and informativeness of responses.
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