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Abstract. The article describes a model for constructing a cold-start recom-

mendation system based on the mathematical apparatus of Petri-Markov nets. 

The model combines stochastic and structural approaches to building recom-

mendations. This solution allows you to differentiate recommendation objects 

by their popularity and impose restrictions on the available latent data about the 

user. 
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1 Introduction 

A recommender system is understood as a set of algorithms and programs that aim to 

predict the user's interest in objects (goods, products, services) based on user data, 

data about the object, and the history of the relationship between objects and users of 

the system. 

Recommender systems are now of great importance in everyday life. Before the 

advent of the Internet, social networks, or online commerce, people in their prefer-

ences were based on their own experience or recommendations of friends and rela-

tives. Now, an opinion about a product or service can be formed based on the reviews 

of millions of people around the world. 

Recommender systems are actively penetrating many areas of human activity. 

Their role as a defining vector in the system of modern trade and content search for 

information can hardly be overestimated. 

Most of the recommendation systems are based on the analysis of accumulated sta-

tistical information about users and objects. The collection of information about user 

preferences can be done explicitly or implicitly. An example of an explicit collection 

of information is product reviews and recommendations from users themselves. The 

implicit collection of information includes a statistical analysis of a typical consumer 

basket. 

Recommender algorithms are divided into two groups: 
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─ Memory-based. Recommendations are created based on processing the entire 

available data set. Such algorithms are considered more accurate, but they require 

significant resource costs. 

─ Model-based. A model of relationships between users and objects is created, and 

recommendations for a specific user are already formed based on this model. This 

approach is considered less accurate due to the impossibility of real-time pro-

cessing of new data, but it allows calculating recommendations in real-time. 

2 Related Work 

Most of the recommendation algorithms are based on processing existing user data. 

One of the main problems of such algorithms is the creation of recommendations for 

new users, not yet known to the system. This problem is also referred to in some liter-

ature as the cold-start problem. It is associated with the lack of explicit information on 

new users to predict recommendations. 

To somehow personalize the user and achieve relevant recommendations, a latent 

classification of the user takes place based on cookies, demographic and geographic 

data, Internet activity, and data from social networks [5] [6] [7] [8] [9]. 

A fairly common approach to constructing recommender systems is the stochastic 

approach to describing the user-object relationship. Many researchers in their works 

use Markov chains to build a probabilistic model of recommendations. Thus, in their 

work, Shudong Liu and Lei Wang [1] presented a self-adaptive recommendation algo-

rithm based on the Markov model, which gives recommendations to users depending 

on their geographic location. In the article by Mehdi Hosseinzadeh Aghdam [2], a 

hierarchical hidden Markov model is considered for revealing changes in user prefer-

ences over time by modeling the latent context of users. Fatma Mlika and Wafa Ka-

roui [3] proposed an intelligent recommendation system model based on Markov 

chains and genre groupings. Yijia Zhang et al. [4] integrated social networks and 

Markov chains in their work to create a recommendation in a cold-start. 

3 Proposed model 

In our work, we propose to use the mathematical apparatus of Petri-Markov nets to 

build a model of a recommender system in a cold start. This will combine the stochas-

tic and structured approach to building recommendations. The Markov process allows 

one to differentiate the popularity of recommendation objects. Petri net makes it pos-

sible to impose restrictions on the recommendation net in appliance with the available 

latent data of users. 

Petri-Markov nets (PMN) is a structural-parametric model defined by the set [10]: 

  MPY ,  (1) 
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where P is a description of the structure of a bipartite graph, which is a Petri net; M is 

a description of the parameters imposed on the structure of P and determining the 

probabilistic and logical characteristics of the PMN. 

The structure of the PMN allows combining the Markov probabilistic model of 

recommendations and the Petri net, which will allow formulating the conditions for 

developing recommendations for a specific user. 

The PMN structure is characterized by the set: 

  )(),(,, ZOZIZXP
XX

  (2) 

where  
)()()(1

,,,,
xJxjx

xxxX   is a finite set of places of the Petri net that simu-

late the initial conditions, categories, and objects of recommendations; 

 
)()()(1

,,,,
zJzjz

zzzZ   is a finite set of Petri net transitions that simulate the 

conditions for choosing a recommendation object;  

 )(,),(,),()(
)()()(1 zJxzjxzxx

zIzIzIZI   is the input transition function;   

 )(,),(,),()(
)()()(1 zJxzjxzxx

zOzOzOZO   is the output function of transi-

tions; 

)( xJ  is the total number of places; 

)( zJ  is the total number of transitions. 

In the context of the task of building a model of a recommender system: 

- set places  
)()()(1

,,,,
xJxjx

xxxX   can be represented by the mathematical 

similarity of the category, subcategory, or object of the recommendation; 

- set transitions  
)()()(1

,,,,
zJzjz

zzzZ   simulate a refined choice of a catego-

ry or a recommendation object. 

The Petri net P determines the structure of the PMN, and the random process M is 

superimposed on the structure of P and determines the probabilistic characteristics of 

the PMN. 

The parametric aspects Petri-Markov nets are described by the following set: 

   ,, pqМ  (3) 

where  
)()()(1

,,,,
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qqqq   is the vector of transition triggering probabilities; 

 
)()( zjxj

pp   is the probability matrix; 

 
)()( XjZj

  is a matrix of logical conditions, the elements of which are equal to 
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The function L is a logical function that allows the execution of half-steps from tran-

sitions to states by the structure of the Petri net.  
j(z)j(z)xj(x)

z),(zIxσ   is the half-

step, which is defined as a logical variable that takes the values 
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Half-step  
)()()()()(
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zzIx    or  )(,
)()()()()( zjxxizixizj
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is called switching the state of PMN, in which from place )(
)()( zjxxi

zIx   they get to 

the transition zj(z), or from the transition zj(z) they get to place )(
)()( zjxxi

zOx  . 

Two consecutive half-steps form a step.  

Graphically, PMN are depicted in the form of oriented weighted digraph. Places 

are indicated by circles. Transitions are indicated by a bold line. The possibility of 

performing a half-step is indicated by an arrow. 

Let's explain the approach to modeling using a small example of an online toy 

store. In Fig. 1 shows the model of recommendations based on the application of the 

Petri-Markov nets. 

 

 
 

Fig. 1. An example of a recommendation model based on a Petri-Markov nets. 

The place X1 defines the starting place of the model with the marker set. Let places 

X2, X3, X4 represent product categories (“Games”, “Model Trains & Railway Sets”, 

“Characters & Brands”), and places X7, X8, X9, X10, X11, X12 are products from the 

corresponding categories. Z transitions determine the probability of transition from 

one place to another.  The probability of a transition being triggered is determined by 

the popularity of the category, subcategory, or the product itself among other users of 

the system. 
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Places X5 and X6 model additional conditions for triggering transitions. Markers in 

these places are set based on the analysis of latent information about the user. For 

example, place X5 can be a geographic or regional condition for selecting items from 

places X7 and X8. And the marker in place X6 can be an age restriction for triggering 

the transition Z5. Then the objects corresponding to the X7, X8 and X9 places will be 

offered as recommendations only if there is a marker in the place X5 and X6. 

The proposed model combines various product classifications. The product corre-

sponding to position X11 can be recommended both as a character of the popular car-

toon “Thomas & Friends” and as a functional model of the steam locomotive “Thom-

as & Friends Trackmaster Paxton Motorized Engine”. 

4 Conclusion 

The proposed model of the recommender system differs from the existing ones in that 

it combines the structural and probabilistic approaches to the construction of cold-

start recommendations by using the mathematical apparatus of Petri-Markov nets. The 

model allows one to describe the complex structure of the classification relationships 

of recommendation objects and combine it with a probabilistic model of object selec-

tion. 

 The model allows: 

─ take into account a priori user data for making recommendations, which allows you 

to personalize the search model based on latent data from cookie files, data from 

social networks, etc.; 

─ to issue different recommendations to users each time due to the probabilistic mod-

el of triggering the transitions of the Petri-Markov nets; 

─ describe the complex structure of the classification relationships of the recommen-

dation objects; 

─ to form a choice of recommendation objects by their popularity among other users 

of the system. 

References 

1. Liu, S., Wang, L.: A self-adaptive point-of-interest recommendation algorithm based on a 

multi-order Markov model. Future Generation Computer Systems (89), 506-514 (2018). 

2. Aghdam, M.: Context-aware recommender systems using hierarchical hidden Markov 

model, Physica A: Statistical Mechanics and its Applications (518), 89-98 (2019). 

3. Mlika, F., Karoui, W.: Proposed Model to Intelligent Recommendation System based on 

Markov Chains and Grouping of Genres, Procedia Computer Science (176), 868-877 

(2020). 

4. Zhang, Y., Shi, Z., Zuo, W., Yue, L., Liang, S., Li, X.: Joint Personalized Markov Chains 

with social network embedding for cold-start recommendation, Neurocomputing (386), 

208-220 (2020). 

5. Herce-Zelaya, J., Porcel, C., Bernabé-Moreno, J., Tejeda-Lorente, A., Herrera-Viedma, E.: 

New technique to alleviate the cold start problem in recommender systems using infor-

ICCS Camera Ready Version 2021
To cite this paper please use the final published version:

DOI: 10.1007/978-3-030-77964-1_7

https://dx.doi.org/10.1007/978-3-030-77964-1_7


6 

mation from social media and random decision forests, Information Sciences (536), 156-

170 (2020). 

6. Natarajan, S., Vairavasundaram, S., Natarajan, S., Gandomi, A.: Resolving data sparsity 

and cold start problem in collaborative filtering recommender system using Linked Open 

Data, Expert Systems with Applications (149), 52-61 (2020). 

7. Silva, N., Carvalho, D., C.M.Pereira, A., Mourão, F., Rocha, L.: The Pure Cold-Start Prob-

lem: A deep study about how to conquer first-time users in recommendations domains, In-

formation Systems (80), 1-12 (2019). 

8. Pliakos, K., Joo, S., Park, J., Cornillie, F., Vens, C., Noortgate, W.: Integrating machine 

learning into item response theory for addressing the cold start problem in adaptive learn-

ing systems, Computers & Education (137), 91-103 (2019). 

9. Peng, F., Lu, J., Wang, Y., Xu, R., Ma, C., Yang, J.: N-dimensional Markov random field 

prior for cold-start recommendation, Neurocomputing (191), 187-199 (2016). 

10. Ignatev, V., Larkin, E.: Seti Petri-Markova. Uchebnoe posobie. TGU, Tula (1997). 

ICCS Camera Ready Version 2021
To cite this paper please use the final published version:

DOI: 10.1007/978-3-030-77964-1_7

https://dx.doi.org/10.1007/978-3-030-77964-1_7

