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Abstract. This article presents a new approach to collaborative filter-
ing recommender systems that focuses on the problem of an active user’s
(a user to whom recommendations are generated) neighbourhood mod-
elling. Precise identification of the neighbours has a direct impact on the
quality of the generated recommendation lists. Clustering techniques are
the solution that is often used for neighbourhood calculation, however,
they negatively affect the quality (precision) of recommendations.
In this article, a new version of the algorithm based on multi-clustering,
M−CCF , is proposed. Instead of one clustering scheme, it works on a set
of multi-clusters, therefore it selects the most appropriate one that mod-
els the neighbourhood most precisely. This article presents the results of
the experiments validating the advantage of multi-clustering approach,
M −CCF , over the traditional methods based on single-scheme cluster-
ing. The experiments focus on the overall recommendation performance
including accuracy and coverage as well as a cold-start problem.

Keywords: Multi-clustering · Collaborative filtering · Recommender
systems · Cold-start problem.

1 Introduction

With the rapid development of the Internet, a large expansion of data is ob-
served. To help users to cope with the information overload, Recommender Sys-
tems (RSs) were designed. They are computer applications with the purpose to
provide relevant information to a user and as a consequence reduce his/her time
spent on searching and increase personal customer’s satisfaction. The form of
such relevant information is a list (usually ranked) of items that are interesting
and useful to the user [8], [16].

Collaborative filtering methods (CF ) are the most popular type of RSs [4],
[8]. They are based on users’ past behaviour data: search history, visited web
sites, and rated items, and use them for similarity searching, with an assump-
tion that users with corresponding interests prefer the same items. As a result,
they predict the level of interest of those users on new, never seen items [19],
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[4]. Collaborative filtering approach has been very successful due to its precise
prediction ability [18].

Although many complex algorithms to generate recommendations were pro-
posed by scientists, it is still an open research challenge to build a universal
system which is accurate, scalable, and time efficient [19].

During recommendation generation, a great amount of data is analysed and
processed, whereas the generation outcome in real time is an issue. Ideally, an
algorithm should produce entirely accurate propositions, that is, suggest items
that are highly rated by users. At the same time, the method should be both
vertically and horizontally scalable. Vertical scalability is related to the remain-
ing real time of recommendation generation regardless of data size, whereas the
horizontal scalability problem occurs when the data is sparse (when few items
are connected by users, e.g. rated by them) [16].

The article is organised as follows: the first section presents the background of
the neighbourhood identification problem in the field of Recommender Systems.
This section discusses common solutions with their advantages and disadvan-
tages as well. Next section describes the proposed multi-clustering algorithm,
M − CCF on the background of alternative clustering techniques, whereas the
following section contains the results of the performed experiments to compare
multi-clustering and single-clustering approaches. The algorithm M − CCF is
executed on different types of multi-clusters: when they come from the algorithm
with different values of input parameters. The last section concludes the paper.

2 Background and Related Work

Generation of recommendation lists is connected with processing a large amount
of input data. The input data is usually the ratings of users on a set of items. If a
set of users is denoted asX = {x1, . . . , xn} and a set of items as A = {a1, . . . , ak},
the matrix of the input data can be represented by a matrix U = (X,A, V ),
where V = {v1, . . . , vc} and is a set of ratings values.

The main part of the processing of data is a similarity calculation of every
pair of users, and with awareness of the fact that the number of ratings can
reach millions values, the real time of recommendation generation appears as
a challenge. A common solution to this problem is to reduce the search space
around an active user to its closest neighbours [4]. A domain of CF focused on
neighbourhood identification is still under intensive research [10], [23].

2.1 Neighbourhood Identification Techniques

The traditional method for neighbourhood calculation is k Nearest Neighbours
(kNN) [18]. It calculates all user-user or item-item similarities and identifies
the most k similar objects (users or items) to the target object as its neigh-
bourhood. Then, further calculations are performed only on the objects from
the neighbourhood, improving the time of processing. The kNN algorithm is a
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reference method used to determine the neighbourhood of an active user for the
collaborative filtering recommendation process [4].

The neighbourhood calculated by kNN technique can be noted as follows:

Nknn(yi) = ∀y∈Y sim
p

(yi, y) (1)

where p is a number of the neighbours determined by k factor in kNN algorithm.
This formula can be related to both users (X) or items (A), therefore the set is
denoted generally as Y . Every object in N set is different from yi.

An example similarity (between items ai and aj) formula based on Pearson
correlation is as follows:

simP (ai, aj) =

∑
k∈Vij

(r(aik)− µai) · (r(ajk − µaj )√∑
k∈Vij

(r(aik)− µai
)2 ·

√∑
k∈Vij

(r(ajk)− µaj
)2

(2)

where r(aik) is a rating of the item ai given by the user xk, µai is an average
rating of the item ai given by all users who rated this item, V is a vector of
possible ratings V = {v1, . . . , vc} and Vij = V (ai) ∩ V (aj) - a set of ratings
present in both item’s vectors: i and j.

This equation can be used in item-item CF systems, however, it is possible to
build an analogous equation for the calculation of a similarity between users in
the case of a user-user recommender. Other similarity measures are: Euclidean-,
and CityBlock-based Similarity Measures, Cosine Index, or Tanimoto Similarity
[16]. They can be applied in both types of collaborative filtering recommender
systems: item-item as well as user-user.

Simplicity and reasonably accurate results are the advantages of kNN ap-
proach; its disadvantages are low scalability and vulnerability to sparsity in data
[19].

Clustering algorithms can be an efficient solution to the disadvantages of
kNN approach due to the neighbourhood being shared by all cluster members.
The neighbourhood calculated by clustering techniques can be described by (3).

Ncl(yi) = Cj ,⇒ Cj = {y1, . . . , ycj}, Cj ∈ C (3)

where Cj is j-th cluster from one clustering scheme C and c is the number of
objects in this cluster. Note that the object yi is a member of the j-th cluster, as
well. In this case, the metric of classification a particular object into a particular
cluster is different from the similarity used in recommender systems - usually it
is Euclidean distance.

The following problems may arise when one applies clustering algorithms to
neighbourhood identification: significant loss of prediction accuracy and different
every recommendation outcome. The diversity of results is related to the fact that
most of the clustering methods are non-deterministic and therefore several runs
of the algorithms can effect obtaining various clustering schemes. The following
section, Section 2.2 is devoted to the clustering domain and methods.
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Multi-clustering approach, instead of one clustering scheme, works on a set of
partitions, therefore it selects the most appropriate one that models the neigh-
bourhood precisely, thus reducing the negative impact of non-determinism. Sec-
tion 2.3 presents a background of multi-clustering and describes selected solu-
tions and applications.

2.2 Clustering Methods Used in RS Domain

Clustering is a part of Machine Learning domain. The aim of clustering methods
is to organize data into separate groups without any external information about
their membership, such as class labels. They analyse only the relationship among
the data, therefore clustering belongs to Unsupervised Learning techniques [9].

Due to the independent á priori clusters identification, clustering algorithms
are an efficient solution to the problem of RSs scalability, providing a predefined
neighbourhood for the recommendation process [17]. The efficiency of clustering
techniques is related to the fact that a cluster is a neighbourhood that is shared
by all cluster members, in contrast to kNN approach determining neighbours
for every object separately [17]. The disadvantage of this approach is usually the
loss of prediction accuracy.

There are two major problems related to the quality of clustering. The first
is the clustering results depend on the input algorithm parameters, and addi-
tionally, there is no reliable technique to evaluate clusters before on-line recom-
mendation process. Moreover, some clustering schemes may better suit to some
particular applications [22]. The other issue addressed to decreasing prediction
accuracy is the imprecise neighbourhood modelling of the data located on the
borders of clusters [11], [12].

Popular clustering technique is k − means due to its simplicity and high
scalability [9]. It is often used in CF approach [17]. A variant of k − means
clustering, bisecting k−means, was proposed for privacy-preserving applications
[3] and web-based movie RS [17]. Another solution, ClustKNN [15] was used to
cope with large-scale RS applications. However, the k−means approach, as well
as many other clustering methods, do not always result in clustering convergence.
Moreover, they require input parameters, e.g., a number of clusters, as well.

2.3 Multi-Clustering Approach to Recommendations

The disadvantages described above can be solved by techniques called alternate
clustering, multi-view clustering, multi-clustering, or co-clustering. They include
a wide range of methods which are based on widely understood multiple runs of
clustering algorithms or multiple applications of a clustering process on different
input data [2].

Multi-clustering or co-clustering has been applied to improve scalability in
the domain of RSs. Co-clustering discovers samples that are similar to one an-
other with respect to a subset of features. As a result, interesting patterns (co-
clusters) are identified unable to be found by traditional one-way clustering [22].
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Recommender Systems based on Multi-Clusters 5

Multiple clustering approaches discover various partitioning schemes, each cap-
turing different aspects of the data [1]. They can apply one clustering algorithm
changing the values of input parameters or distance metrics, as well as they can
use different clustering techniques to generate a complementary result [22].

The role of multi-clustering in the recommendation generation process that
is applied in the approach described in this article, is to determine the most
accurate neighbourhood for an active user. The algorithm selects the best cluster
from a set of clusters prepared in advance (see the following Section).

The method described in [14] uses a multi-clustering method, however, it is
interpreted as clustering of a single scheme for both techniques. It groups the
ratings to create an item group-rating matrix and a user group-rating matrix.
As a clustering algorithm, it uses k −means combined with a fuzzy set theory.
In the last step of the pre-recommendation process, k − means is used again
on the new rating matrix to find groups of similar users that represent their
neighbourhood with the goal to limit the search space for a collaborative filtering
method. It is difficult to compare this approach with other techniques including
single-clustering ones, because the article [14] describes the experiments on the
unknown dataset containing only 1675 ratings.

The other solution is presented in [20]. The method CCCF (Co-Clustering
For Collaborative Filtering) first clusters users and items into several subgroups,
where each subgroup includes a set of like-minded users and a set of items in
which these users share their interests. The groups are analysed by collaborative
filtering methods and the result recommendations are aggregated over all sub-
groups. This approach has advantages like scalability, flexibility, interpretability,
and extensibility.

Other applications are: accurate recommendation of tourist attractions based
on a co-clustering and bipartite graph theory [21] and OCuLaR (Overlapping co-
CLuster Recommendation) [7] - an algorithm for processing very large databases,
detecting co-clusters among users and items as well as providing interpretable
recommendations.

There are some other methods, which can be generally called as multi-view
clustering, that find partitioning schemes on different data (e.g., ratings and
text description) combining results after all ([2], [13]). The main objective of a
multi-view partitioning is to provide more information about the data in order to
understand them better by generating distinct aspects of the data and searching
for the mutual link information among the various views [6]. It is stated that
single-view data may contain incomplete knowledge while multi-view data fill
this gap by complementary and redundant information [5].

2.4 Contribution of Proposed Work

A novel recommender system with neighbourhood identification based on multi-
clustering - M − CCF - is described in this paper. The following are the major
contributions of M − CCF :

1. Neighbourhood of an active user is modelled more precisely due to the fact
that the system’s overall neighbourhood is formed by a set of cluster schemes
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and the most similar cluster can be selected in every case, thereby improving
the recommendation accuracy.

2. Precise neighbourhood increases the system’s horizontal scalabililty, there-
fore a cold-start problem occurs rarely.

3. Clustering schemes obtained from different runs of a clustering algorithm
with different values of input parameters model the neighbourhood better
than the schemes obtained from clustering algorithms with the same parame-
ter’s values on their input, thereby improving the recommendation accuracy.

The last statement refers to a version of M−CCF described in [12], in which
the input data come from multi-clustering approach, however a value of an input
parameter in k−means was the same when building one M −CCF RS system.

3 Description of M-CCF Algorithm

The novel solution consists of multiple types of clustering schemes that are pro-
vided for the method’s input. It is implemented in the following way (for the
original version, with one type of a clustering scheme, check in [11], [12]).

Step I. Multiple clustering
The first step of the M − CCF is to perform clustering on the input data. The
process is conducted several times and all results are stored in order to deliver
them to the algorithm. In the experiments described in this paper, k −means
was selected as a clustering method, which was executed for k = 10, 20, 50 to
generate input schemes (denoted by C set) for one M − CCF RS system. This
is illustrated in Figure 1.

Step II. Building M-CCF RS system
It is a vital issue to have precise neighbourhood modelling for all input data. In
M − CCF it is performed by iterating every input object and selection of the
best cluster from C set for it. The term best refers to the cluster which center is
the most similar to the particular input object. Then, when all input data have
their connected clusters, a traditional CF systems are built on these clusters. As
a result, M − CCF algorithm is created - a complex of recommender systems
formed on their clusters as recommender data.

A general formula of a neighbourhood calculated by M − CCF method can
be described by (4).

Nmcl(yi) = Cj(t),⇒ Cj(t) ∈ C,C = {C1(1), . . . , Cj(1), C1(2), . . . , Cg(h)} (4)

where Cj(t) is j-th cluster from t-th clustering scheme, and C are all clustering
schemes generated by a clustering algorithm in several runs of different values of
its input parameters. In this case, the metric of classification a particular object
into a particular cluster is different than the similarity used in recommender
systems, as well.
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Step III. Recommendation generation
When generating recommendations for an active user, first of all, a relevant
RS from M − CCF is selected. It is also based on the similarity between the
active user’s and cluster centers’ ratings. Then, the process of recommendation
generation is performed as it is implemented in the traditional collaborative
filtering approach, however, searching for similar objects is limited to the cluster
connected to the particular recommender in M − CCF algorithm.

Fig. 1. Comparison of different inputs in M − CCF algorithm

When a neighbourhood is modelled by a single-clustering method, the border
objects have fewer neighbours in their closest area than the objects located in the
middle of a cluster. The multi-clustering prevents such situations, as it identifies
clusters in which particular users are very close to its center. A major advantage
of M − CCF algorithm is a better quality of an active user’s neighbourhood
modelling, therefore resulting in high precision of recommendations, including
highly sparse cases.

4 Experiments

Evaluation of the performance of M − CCF algorithm was conducted on two
MovieLens datasets: a small one containing 534 users, 11 109 items and 100 415
ratings (100k), and a big dataset consisting of 4537 users, 16767 items and 1 000
794 ratings (10M) [24]. Note, that the small set is more sparse (contains fewer
ratings per user and per item) than the big one.

The results obtained with M −CCF were compared with the recommender
system whose neighbourhood modelling is based on a single-clustering (SCCF ).
Attention was paid to the precision and completeness of recommendation lists
generated by the systems. The evaluation criteria were related to the following
baselines: Root Mean Squared Error (RMSE) described by (5) and Coverage
described by (6). The symbols in the equations, as well as the method of calcu-
lation are characterised in detail below.
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RMSE =

√√√√ 1

n · k

nk∑
i=1

(rreal(vi)− rest(vi))2, rreal ∈ [2, 3, 4, 5], rest ∈ IR+ (5)

Coverage =

∑N
i=1 rest(xi) ∈ IR+

N
· 100% (6)

where IR+ stands for the set of positive real numbers. The performance of
both approaches was evaluated in the following way. Before the clustering step,
the whole input dataset was split into two parts: training and testing. In the case
of 100k set, the parameters of the testing part were as follows: 393 ratings, 48
users, 354 items, whereas the case of 10M : 432 ratings, 44 users and 383 items.
This step provides the same testing data during all the experiments presented
in this paper, therefore making the comparison more objective.

In the evaluation process, the values of ratings from the testing part were
removed and estimated by the recommender system. The difference between
the original and the calculated value (represented respectively, as rreal(xi) and
rest(xi) for user xi and a particular item i) was taken for RMSE calculation.
The number of ratings is denoted as N in the equations. The lower value of
RMSE stands for a better prediction ability.

During the evaluation process, there were cases in which estimation of rat-
ings was not possible. It occurs when the item for which the calculations are
performed, is not present in the clusters which the items with existing ratings
belong to. It is considered in Coverage index (6). In every experiment, it was
assumed that RMSE is significant if the value of Coverage is greater than 90%.
It means that if the number of users for whom the recommendations were calcu-
lated was 48 and for each of them it was expected to estimate 5 ratings, therefore
at least 192 values should be present in the recommendation lists.

The experiments started from the precision evaluation of RS in which neigh-
bourhood was determined by single-scheme k −means algorithm. Table 1 con-
tains evaluation results on 100k dataset, whereas Table 2 - on 10M data. In both
cases, data were clustered independently six times into a particular number of
groups to examine the influence of a non-determinism of k −means results.

A clustering measure was one of the following: Euclidean, Cosine-based and
Chebyshev. Although Euclidean and Chebyshev distances usually generate ac-
curate partitions, the measure that is selected most often is Cosine-based due to
its low complexity, especially for sparse vectors. It needs to be admitted that for-
mally it is not a proper distance metric as it does not have the triangle inequality
property. The number of groups was equal 10, 20, or 50. Finally, this experiment
was performed 54 times (and repeated 5 times to decrease randomness) per input
dataset.

The results concern similarity measures as well. The following indices were
taken: Cosine − based, LogLikelihood, Pearson correlation, both Euclidean
and CityBlock distance-based and Tanimoto coefficient. There are minimal and
maximal values of RMSE to present a wide range of precision values which are
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Table 1. RMSE of SCCF evaluated on 100k dataset. The best values are in bold.

Similarity Clustering Distance Measure
Measure Euclidean Cosine-based Chebyshev

min max min max min max

Cosine-based 0.83(99%) 0.86(99%) 0.85(97%) 0.90(99%) 0.88(85%) 0.91(89%)
LogLikelihood 0.84(99%) 0.86(99%) 0.86(97%) 0.90(98%) 0.88(90%) 0.91(92%)
Pearson corr. 1.18(97%) 5.97(97%) - - - -
Euclidean 0.81(99%) 0.86(99%) 0.84(94%) 0.89(95%) 0.87(86%) 0.90(91%)
CityBlock 0.84(99%) 0.87(99%) 0.84(92%) 0.89(97%) 0.87(86%) 0.97(92%)
Tanimoto 0.83(99%) 0.85(99%) 0.84(92%) 0.89(97%) 0.88(91%) 0.91(95%)

Table 2. RMSE of SCCF evaluated on 10M dataset. The best values are in bold.

Similarity Clustering Distance Measure
Measure Euclidean Cosine-based Chebyshev

min max min max min max

Cosine-based 0.94(99%) 0.98(84%) 0.95(97%) 0.99(97%) 0.95(95%) 1.00(99%)
LogLikelihood 0.94(99%) 1.00(98%) 0.95(97%) 0.99(98%) 0.93(95%) 1.00(98%)
Pearson corr. 1.02(77%) 2.52(99%) 0.96(94%) 2.52(98%) 0.98(94%) 2.52(98%)
Euclidean 0.95(99%) 0.99(99%) 0.94(99%) 0.97(99%) 0.92(91%) 0.99(98%)
CityBlock 0.95(99%) 0.99(99%) 0.94(97%) 0.99(99%) 0.92(96%) 0.99(98%)
Tanimoto 0.93(99%) 0.99(92%) 0.93(97%) 0.95(99%) 0.92(98%) 0.97(99%)

a result of the non-determinism mentioned above. It means that there is no guar-
antee that the scheme selected for the recommendation process is optimal. The
values are presented with a reference value in brackets that stands for Coverage.

Recommendation quality is definitely worse for 10M dataset. The bestRMSE
values are 0.92 with Coverage=98%, whereas for 100k input data - 0.81 with
Coverage=99%. However, for the big set, the range of values is smaller, regard-
less of a similarity or distance measure. The Coverage is higher when the number
of ratings increases as well.

The following experiments were performed on both input data described
above. However, as a recommender, M −CCF method was taken. Table 3 con-
tains the results, containing RMSE and Coverage (they are average values from
5 different runs of M−CCF ). Similarity and distance measures were the same as
in the previous tests. Both input datasets were prepared as follows. All k−means
clustering schemes, regardless of a number of clusters, that were obtained in the
previous experiments were placed as input data for M − CCF algorithm.

Recommendation precision of M − CCF was also worse in the case of 10M
dataset. In comparison to the best RMSE values for the single clustering algo-
rithm, they were comparable or slightly worse. However, note that there are not
any value ranges, but explicit numbers in every case. It means that the multi-
clustering approach has eliminated the ambiguity of clustering scheme selection.
Additionally, Coverage was higher for both datasets. It means that M − CCF
is able to generate recommendations more often than the recommender system
with neighbourhood strategy based on single-scheme clustering.
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In the experiments described above, a big impact on RMSE has a similarity
measure, however only the best values are discussed there. For similarity as well
as distance effect evaluation, see [12].

Table 3. RMSE of M − CCF algorithm evaluated on both datasets: 100k and 10M.
The best values are in bold.

Similarity Measure Euclidean Clustering Distance Measure
100K dataset 10M dataset

Cosine-based 0.84(95%) 0.99(98%)
LogLikelihood 0.87(98%) 0.99(99%)
Pearson corr. - 6.73(98%)
Euclidean 0.84(99%) 0.98(99%)
CityBlock 0.89(99%) 0.97(99%)
Tanimoto 0.86(99%) 0.97(99%)

Similarity Measure Cosine Clustering Distance Measure
100K dataset 10M dataset

Cosine-based 0.83(95%) 0.94(97%)
LogLikelihood 0.89(98%) 0.96(99%)
Pearson corr. 4.98(96%) 1.14(99%)
Euclidean 0.82(98%) 0.93(99%)
CityBlock 0.84(98%) 0.94(99%)
Tanimoto 0.82(98%) 0.93(99%)

Similarity Measure Chebyshev Clustering Distance Measure
100K dataset 10M dataset

Cosine-based 0.87(93%) 0.98(97%)
LogLikelihood 0.88(98%) 0.98(99%)
Pearson corr. 2.41(96%) 1.08(99%)
Euclidean 0.84(98%) 0.97(99%)
CityBlock 0.87(98%) 0.99(99%)
Tanimoto 0.87(98%) 0.98(99%)

Finally, the last experiment concerned a cold-start problem occurrence. The
results are in Tables 4, 5, 6 and 7. A precision of recommendations generated
for sparse data was tested, that is, for users who rated at most 1, 2, or 3 items.
There users were taken from the test set, however, if a particular user had more
ratings present, they were removed from the vectors. The ratings for the purge
were selected randomly. All previously mentioned aspects (similarity, distance
measure, the size of dataset) were taken into consideration.

Analysing the results, it can be noted that it is a common situation, when the
recommendation precision increases if users rate more items. However, it is not
always a rule. There were a few cases in which the generation of propositions was
more difficult. If they appeared in the test set, the final precision was affected.
Better quality of recommendations generated for sparse data is visible in the
case of big dataset 10M . This situation is common for both examined recom-
mendation algorithms. However, when the input data were not sparse, the high
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Table 4. Results of cold-start testing (RMSE) - SCCF evaluated on 100k dataset. The
best values are in bold.

Similarity Clustering Distance Measure
Measure Euclidean Cosine-based

1 rating 2 ratings 3 ratings 1 rating 2 ratings 3 ratings

Cosine 0.97-1.03 0.92-0.97 0.87-0.97 0.90-0.97 0.90-0.96 0.91-0.97
LogLike 0.96-1.03 0.91-0.97 0.87-0.97 0.90-0.98 0.90-0.96 0.91-0.96
Pearson 1.02-2.92 1.04-1.99 1.01-3.07 0.99-2.12 1.01-2.44 0.99-8.83
Euclidean 0.97-1.03 0.91-0.97 0.87-0.96 0.90-0.97 0.89-0.95 0.91-0.96
CityBlock 1.00-1.03 0.94-0.97 0.90-0.96 0.93-0.97 0.92-0.97 0.93-0.96
Tanimoto 0.95-1.03 0.91-0.97 0.86-0.96 0.90-0.97 0.89-0.95 0.91-0.96

number of ratings affected the precision negatively. The explanation is related
to sparsity of data. The 10M data, although bigger, were more dense.

Table 5. Results of cold-start testing (RMSE) - SCCF evaluated on 10M dataset. The
best values are in bold.

Similarity Clustering Distance Measure
Measure Euclidean Cosine-based

1 rating 2 ratings 3 ratings 1 rating 2 ratings 3 ratings

Cosine 0.90-0.93 0.89-0.93 0.88-0.94 0.89-0.94 0.91-0.93 0.89-0.92
LogLike 0.90-0.93 0.89-0.93 0.88-0.95 0.89-0.94 0.90-0.93 0.89-0.91
Pearson 2.17-5.72 1.08-2.98 2.16-5.31 1.07-1.81 2.11-2.86 2.29-2.56
Euclidean 0.89-0.92 0.88-0.93 0.88-0.95 0.89-0.93 0.91-0.93 0.89-0.91
CityBlock 0.93-0.97 0.93-0.98 0.92-0.98 0.94-0.98 0.95-0.96 0.93-0.96
Tanimoto 0.89-0.92 0.89-0.93 0.86-0.95 0.89-0.93 0.90-0.93 0.89-0.91

The goal of the last experiment was to evaluate which algorithm better suc-
ceeded in managing a cold-start problem. In the case of recommendations with
single-clustering based on neighbourhood modelling, the best values obtained
for 10M dataset equal 0.89-0.92 - in the case of 1 rating, 0.87-0.91 - in the case
of 2 ratings, and 0.86-0.95 - in the case of 3 ratings present in users’ vectors.
For 100k dataset, the values were more scattered - 0.90-0.97 - in the case of 1
rating, 0.89-0.95 - in the case of 2 ratings present, and 0.86-0.96 - in the case of
3 ratings present in users’ vectors.

In the case of M −CCF recommender which was given on its input the clus-
tering schemes obtained using k −means algorithm for k = 10, 20, 50, the best
values were obtained for 10M dataset equal 0.81 - in the case of 1 rating, 0.84 - in
the case of 2 ratings, and 0.91 - in the case of 3 ratings present in users’ vectors.
For 100k dataset, the values were as follows - 0.86 - in the case of 1 rating, 0.85
- in the case of 2 ratings, and 0.89 - in the case of 3 ratings present in users’
vectors. The values are more advantageous, that is, M −CCF outperforms the
compared method. Moreover, the final value is always unambiguous, the recom-
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Table 6. Results of cold-start testing (RMSE) - SCCF evaluated on both datasets.
The best values are in bold.

Similarity Chebyshev Clustering Distance Measure
Measure 100k dataset 10M dataset

1 rating 2 ratings 3 ratings 1 rating 2 ratings 3 ratings

Cosine 0.90-1.15 0.89-1.03 0.93-1.01 0.90-0.93 0.87-0.91 0.88-0.93
LogLike 0.90-1.12 0.88-1.01 0.92-1.00 0.90-0.93 0.87-0.91 0.87-0.93
Pearson 1.27-5.47 1.18-2.86 2.17-3.82 2.64-5.58 2.34-5.59 2.05-3.04
Euclidean 0.90-1.17 0.88-1.04 0.92-1.02 0.91-0.94 0.87-0.91 0.88-0.93
CityBlock 0.95-1.18 0.91-1.05 0.94-1.02 0.95-0.98 0.92-0.95 0.92-0.96
Tanimoto 0.91-1.07 0.88-0.97 0.91-0.94 0.90-0.93 0.88-0.90 0.87-0.92

mender system is able to generate the most optimal propositions. The results
for Cosine and Pearson coefficients were not presented due to low Coverage.

Taking into consideration all the experiments presented in this article, it
can be observed, that the method based on multi-clustering used for neighbour-
hood modelling in RS is more successful in precise recommendation generation.
Moreover, the recommendation lists are more covered, and the results are free
from the ambiguousity present in the case of RS in which the neighbourhood is
modelled by single-clustering approach.

5 Conclusions

A new developed version of a collaborative filtering recommender system, M −
CCF , was described in this paper. To improve RS scalability, a search space is
limited to variously defined users’ neighbourhoods. The presented method mod-
els the neighbourhood using a multi-clustering algorithm. It works as follows:
M − CCF dynamically selects the most appropriate cluster for every user to
whom recommendations are generated. Properly adjusted neighbourhood leads
to more accurate recommendations generated by a recommender system. The
algorithm eliminates a disadvantage appearing when the neighbourhood is mod-
elled by a single-clustering method - dependence of the final performance of a
recommender system on a clustering scheme selected for the recommendation
process. Additionally, the preparation of input data was improved. Data come
from many clustering schemes obtained from k−means algorithm, however, its
input parameters (k) were diversified.

The experiments which are described in this paper confirmed the better per-
formance of M − CCF over the traditional method based on single-clustering.
The recommendations have greater precision (lower RMSE values) and are not
ambiguous due to working with a mixture of clustering schemes instead of a
single one, which may appear not optimal. M −CCF improved better accuracy
in the case of a cold-start problem as well.

Next experiments will be performed to prepare a mixture of clustering schemes
that is more adjusted to the input data. The clusters will be evaluated and only
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Table 7. Results of data sparsity testing (RMSE) - M − CCF evaluated on both
datasets. The best values are in bold.

Similarity Euclidean Clustering Distance Measure
Measure 100k dataset 10M dataset

1 rating 2 ratings 3 ratings 1 rating 2 ratings 3 ratings

LogLike 0.91 0.97 0.98 0.87 0.84 0.97
Euclidean 1.04 0.94 0.92 1.06 0.96 1.01
CityBlock 1.06 1.04 0.97 0.94 0.89 0.96
Tanimoto 0.96 0.99 0.93 0.95 0.90 0.97

Similarity Cosine Clustering Distance Measure
Measure 100k dataset 10M dataset

1 rating 2 ratings 3 ratings 1 rating 2 ratings 3 ratings

LogLike 0.94 0.95 1.02 0.84 0.94 0.97
Euclidean 0.91 0.92 1.02 0.78 0.88 0.94
CityBlock 0.88 0.92 0.92 0.83 0.92 0.94
Tanimoto 0.86 0.91 0.94 0.81 0.90 0.93

Similarity Chebyshev Clustering Distance Measure
Measure 100k dataset 10M dataset

1 rating 2 ratings 3 ratings 1 rating 2 ratings 3 ratings

LogLike 1.01 0.93 1.01 0.89 0.87 0.91
Euclidean 0.92 0.85 0.89 0.92 0.95 1.00
CityBlock 0.95 0.89 0.93 0.91 0.96 1.03
Tanimoto 0.93 0.87 0.93 0.91 0.97 1.03

the best ones will be given to RS input. Finally, it should improve the overall
quality of recommendation: precision as well as scalability.
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