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Abstract. The paper focuses on human head motion in connection with
facial expressions for virtual-based interaction systems. Nowadays, the
virtual representation of a human, with human-like social behaviour and
mechanism of movements, can realize the user-machine interaction. The
presented method includes the head motion because head gestures trans-
mit additional information about the interaction’s situational context.
This paper presents head motion analysis based on the rotation of rigid
objects technique for virtual-based interaction systems. First, we cap-
tured the head gestures of a human subject, expressing three basic fa-
cial expressions. The proposed motion model was described using three
non-deformable objects, which reflect the neck and head skeleton move-
ment’s character. Based on the captured actions, the motion trajectories
were analyzed, and their characteristic features were distinguished. The
obtained dependencies were used to created new trajectories using piece-
wise cubic Hermite interpolating polynomial (PCHIP). Furthermore, the
trajectories assigned to the rigid model have been grouped according to
their similarities for a given emotional state. This way, using a single
master trajectory and a set of coefficients, we were able to generate the
whole set of trajectories for joint rotations of the head for the target
emotional state. The resulting rotation trajectories were used to create
movements on the three-dimensional human head.

Keywords: Trajectory grouping · Emotion intensity · Rigid object ·
Motion similarity.

1 Introduction

Nowadays, intuitive and robust interaction between human and machine is still
a challenging problem. One of the methods to improve traditional communica-
tion and to humanize machine is the use of some virtual reality elements. First
of all, we need to focus on the face and head motion aspects. Facial expression
and head gestures provide information about emotions, intentions and mood,
therefore it is the main communication channel in interaction [1]. Although the
face mainly transmits the person’s emotional state, it does not adequately de-
scribe the situational context. Therefore, in the analysis and synthesis of human
motion, it is essential to consider head movement aspects. The most popular
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perception studies about the meaning of the head motion in interpersonal com-
munication have been described in [11], and [8], where the significant role of
the movement in nonverbal communication was emphasized. For example, the
essential head gesture such as tilting, nodding or shaking is important in active
listening, where the head nodding can substitute verbal information like ”yes”
or ”no” [23], [2], [13] or can be used instead ”this one” / ”that one” when you
point at something [28]. Additionally, the head movements determine the mean-
ing of the words [27], [9] simplify the verbal expressions and specify the intensity
of the emotions [6].

The importance of the head in emotion perception is described in [12], where
Hess et al. proved that head position strongly influences reactions to negative
emotions like fear and anger. Head movement with anger and fear expression
strengthens the recognition of these emotions. In [21] Mignault et al. demon-
strated that gesture called extension is correlated with joy expression, and mo-
tion called flexion is associated with ”inferiority emotions” like guilt. Addition-
ally, researchers have observed that during the conversation, the head movements
are not random; these movements are used to influence interaction [10]. Head
pose affects communication, complete verbal message and can improve the vir-
tual person’s realism, which is essential for many applications. The 3D model of
the human head is increasingly used in many applications related to HMI [30],
such as serious games [4], user-friendly interfaces [5], personalized agents in telep-
resence systems [29], driver assistance systems [26], or social robotics [3], [18].

2 Related Works

There are many different methods for generating head movements. Motion can
be generated based on captured characteristic points from video sequences, based
on spoken words, or generated randomly. Most human head studies can be cate-
gorized as rule-based or data-driven frameworks. The first methods define rules
for head gestures that build semantic labels, such as shaking, nodding, and tilt-
ing. In this case, the set of head movements are limited, which results in re-
peatability sequences. In comparison, data-driven methods use motion capture
sequences and based on given head motion trajectories, new realizations of head
movements are generate [24].

One popular idea used for motion synthesis is the head motion prediction
based on the audio signals. Marsella et al. [20] proposed an approach for syn-
thesizing a three-dimensional character movement based on the acoustic signal’s
prosodic analysis. They used the acoustic analysis to select the essential cate-
gory of behaviour correlated with emotional state and words. Their proposed
system can synthesize the head’s different facial expressions and movements by
transitioning from one gesture to another using co-articulation with other ani-
mations. Their method consists of semantic and prosody, and they can generate
more appropriate virtual human motion than only the prosody method.

Based on the analysis of the relation between head gestures and conversa-
tion actions, Liu et al. [19] proposed an approach to generate head nodding and
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tilting where motion rules were obtained from human interaction features. In
the first step, they labelled the sentence in the conversation database with se-
lected head gestures, and then they created a correlation between sentence and
proper head movement. They found an association between head nodding and
the last syllable of phrase limits and head tilting when the subject was think-
ing or embarrassed. They used fixed shapes trajectories for head nods and head
tilts, where for example, the for nodding and tilting intensity and the duration
was kept the same; therefore, the effects of timing can be estimated. To assess
the naturalness of the head motion on human-like robots, they used perceptual
evaluation. They find that the naturalness is improved when head nodding and
tilting are incorporated into the structure.

Lee et al. [17] describes a framework to generate head motion and other
motion like eyelid and eye gaze motion. Proposed approach based on Gaussian
Mixture Models (GMM) and gradient descent optimization algorithm to create
head motion from speech attributes. Nonlinear Dynamic Canonical Correlation
Analysis model determines the eye gaze from head motion synthesis. To obtain
the current head gesture, they need two previous frames and prosodic features
for the actual frame. Then head postures are calculated by maximization the
last joint distribution exploiting gradient descent.

In [25] for head poses parallel generation frame with emotional, synthetic
speech aligned with the real speech from motion capture sequences is creating.
This frame is used to train the initial models or adapt the previous models ob-
tained with natural speech. The main advantage of this solution is the reduction
of mismatch. Besides, head movement with speech-driven methods can ignore
the message context, even when speech is synchronized with head movements.

Another idea used for head motion synthesis based on the audio signals is
described in [9]. Greenwood et al. have explained the concept of generating head
movements from voice. For several conversational scenarios, six hours of natu-
ral and expressive speech were captured. Then, head motion and speech have
been connected using deep two-way Long Short Term Memory networks, which
allows analyzing the language’s long structure. Finally, they have obtained and
extended the model by conditioning with previous movements using a Condi-
tional Variational Autoencoder.

3 Proposed Approach

Human motion synthesis is an essential topic in man-machine interaction sys-
tems. In this case, a machine definition can refer to a human-like robot or avatar
– a virtual representation of the human displayed on the screen. HMI researchers’
main goal is to design the interaction to be more like interpersonal communi-
cation, closer to human-like perception and understanding. For this purpose,
non-verbal signals such as facial expressions and head gestures are widely used.

The method presented in this paper is preliminary and can be extended
with additional rigid elements for more head gestures correlated with different
emotional intensity.
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3.1 Head Gestures

Head gestures were analyzed for three universal emotional states [7]: joy, sadness
and fear. The selected emotions were characterized by the most significant facial
expression muscles’ activity and the most active head movements. Emotions can
also be expressed with different intensity. It depends on the situational context
and the person’s character or mood. Therefore, we took the intensity of selected
emotions into account, and we have used three intensities of emotions: weak,
medium, strong. Head movement is based on rotation, and possible rotations for
the human head are shown in Figure 1. They are based on our previous work [15],
where for each subtype of expression, we have estimated ranges of movements.

+
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0
o

0
o

+

+

Right Lateral Left Lateral Flexion Extension Right RotationLeft Rotation

Fig. 1. Selected gestures of the human head.

3.2 Rigid Head Model

In contrast to the face, where we have elastic movements of mimic muscles, the
human head can be described as a solid body. Therefore, we have used the set of
non-deformable, rigid elements connected by joints for the head’s action. Based
on the anatomical structure of the head, we have selected three rigid elements
that correspond to the head and neck. In this way proposed head consists of
three segments that correspond to the neck and skull, which indicates the natural
movements of the head [16]: C1, C2, C3, where element C1 indicate pitch motion,
element C2 roll rotation and element C3 yaw motion (as depicted in Figure 2).
We used a kinematic chain with three degrees of freedom because head gestures
generation with three degrees of freedom is more useful than only one or two
angles [22]. The full description of the motion for three rigid elements for one
of the emotion called joy with high intensity is shown in the Figure 3, where
C1, C2, C3 refers to the rigid elements, and x, y, z rotations around the axis, as
shown in Figure 2. Analyzing the individual rotational motion of components,
we decided to examine the relations between rotations of specific joints.

To determine the properties of human head movements, we have captured
trajectories of joints for every element of the rigid model. The data describes
three emotional states: joy, sadness and fear with various intensities grades: four
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Yaw

Fig. 2. The chain of rigid elements defined for the head.

for joy, seven for sadness and six for fear. Since three coordinates represent every
joint position, the resulting number of trajectories is equal to 3 · 3 · 17 = 153.

4 Rotation Trajectories Analysis

Analysis of the movements of rigid elements was made for three primary emo-
tions with different intensities. In this case, we have used three rigid items in
three-dimensional space for head movements modelling, as shown in Figure 2.
Motion trajectories were obtained for all rigid elements in all axes. Motion data
were obtained from captured characteristic points of the head, and from the
collected motion data, a trajectory was obtained using piecewise cubic Hermite
interpolating polynomial [14].

4.1 Ranges of Rotation Angles

In the first stage, an analysis of rotation ranges was performed, and we were able
to determine the maximum deflection of a rigid element that can be achieved
during rotation. The range of rotation angles in trajectory was calculated using
the following formula:

R = |max[p(n)]−min[p(n)]| , (1)

where p(n) - trajectory of angle values n = 0, . . . , N − 1, and N is the number
of points in the trajectory.
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Fig. 3. Motion trajectories for strong intensity joy emotion.

Based on the analysis, we observed that no rotation actions occur in 35%
cases with different emotions, rigid elements and axes. On the other hand, the
participation of individual rigid elements in the rotation is shown in Table 1.

Table 1. Cases with lack of rotation actions for each rigid element.

Element X axis Y axis Z axis

C1 10% 95% 95%

C2 0% 29% 41%

C3 23% 41% 23%

According to the measurements, the most extensive range of motion was
happen for C2 and C3 elements for pitch and roll head movements, while the
smallest occurs for the yaw head movement. Element C1 has the lowest range
of rotations for all actions. In the next step, we have computed ranges for all
trajectories in all emotional states. Table 2 presents a small subset of trajectories
with the highest and the lowest values of R (constant trajectories with R = 0
were ignored). For all rigid elements and coordinates, the most extensive range
was observed for strong joy and strong sadness in pitch movement. The C2 and
C3 elements are responsible for the upper part of the head rotation and are very
active for sadness state. However, the component C1 is responsible for the lower
part of the neck shows the smallest range for the fear state. The roll movements
are the most active part when sadness and joy expressions occur. The C2 and
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C3 elements are responsible for the movement of the upper part of the head and
demonstrate the significant activity. In the case of yaw movement, the highest
activity was observed for C2 and C3 elements.

Table 2. Example cases with the highest and lowest R values.

R Emotion Element Rotation

28.6059 strong sadness C2 pitch

28.6059 strong sadness C2 pitch

18.6531 medium joy C2 pitch

16.7949 strong sadness C2 roll

15.4474 strong joy C3 pitch

15.0925 strong sadness C2 pitch

15.0925 medium sadness C2 pitch

· · · · · · · · · · · ·
0.2767 medium sadness C2 roll

0.2401 weak sadness C3 yaw

0.2207 weak fear C1 pitch

0.0275 strong sadness C3 roll

0.0112 strong joy C1 roll

0.0078 weak joy C3 roll

4.2 Trajectories Similarity

A preliminary analysis of obtained trajectories for considered emotional states
indicates a noticeable similarity between them. Therefore, we have decided to
compare them to create groups where all trajectories but one can be obtained
by scaling and translating the single selected trajectory. For this purpose, we
have compared all combinations of trajectories in pairs and compute the mean
squared error (MSE) since the length of every trajectory is the same:

M =
1

N

N−1∑
n=0

[p1(n)− p2(n)]
2
, (2)

where: p1(n) represents the first trajectory, p2(n) denotes the second trajectory
and N is the number of points in single trajectory. The case when M = 0 shows
that p1(n) = p2(n) for every n. Thus, the value M can be treated in this study
as a value of similarity.

To calculate the similarity between trajectories, we create a set of pairs for all
cases in our dataset. The number of combinations without repetitions was equal
to
(

2
17·9
)

resulting in
(

2
153

)
= 11628 pairs to compare. An interesting situation

occurs when M = 0 and R > 0, which means that both trajectories are identical
and represents the change over time (for R = 0 both trajectories are constant).
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We have calculated all combinations between trajectories and measured their
ranges for the whole set. In the result, we found seven pairs satisfying such
condition and Table 3 contains the found pairs.

Table 3. Trajectories that satisfy the similarity criterion.

Set Emotion Element Rotation

1 medium sadness C1 pitch
strong sadness C1 pitch

2 medium sadness C2 pitch
strong sadness C2 pitch

3 medium sadness C2 roll
strong sadness C2 roll

4 medium sadness C2 yaw
strong sadness C2 yaw

5 medium sadness C3 pitch
strong sadness C3 pitch

6 medium sadness C3 roll
strong sadness C3 roll

7 medium sadness C3 yaw
strong sadness C3 yaw

The connections between trajectories concern the sadness emotion with var-
ious intensities. In the figure 4, the first trajectory is connected with the C3

element in yaw motion for the medium intensity, which is similar to the high
intensity of sadness (for the same element). The same situation can be found
for C1 element in sadness state with medium and strong intensities for pitch
motion. In the evaluated comparison with the MSE criterion, we have concluded
that compared trajectories have to the same phase when it reaches its target
angle of rotation which is marked in that figure with the dashed line.

The duration of a single-phase animation for all emotional states was deter-
mined based on the most extended emotional reaction for an event. In our case,
the longest period of movement phase is equal to 2.125 seconds (assuming the
animation frame rate equal to 24 frames per second). For all trajectories in our
dataset, we have calculated the time spans for rotation phases (where the angle
is changing in time), and the results are presented in Figure 5. It is visible that
the occurrence of short periods of rotations is frequent in the considered dataset.

4.3 Trajectories Grouping

An essential part of the rotation trajectory is the phase when the angle remains
constant up to the end of the animation. Having this phase in mind and consid-
ering all trajectories, a set of the group may be created with the same phases. In
any of such groups, the trajectories are interrelated, which means that selecting
one parent trajectory are interrelated from the group, the remaining trajectories
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Fig. 4. Comparison of trajectories showing the similarity between elements C3 in yaw
and C1 in pitch rotations.

can be computed by scaling and translating the parent trajectory. In the result
of grouping for our dataset, twelve groups were obtained. Having selected parent
trajectory p1(n), the rest of the trajectories can be described by the following
formula:

pj(n) = c · [p1(n)− d1] · r2
r1

+ d2, (3)

where j = 2, . . . , J−1 and J denotes the number of trajectories and pj(n) is the
j-th child trajectory. The remaining parameters determine the transformation
properties. The selection of p1(n) from the group is arbitrary.

The first parameter c ∈ {−1, 1} defines if the child trajectory has to be
mirrored vertically and can be determined as follows:

c =

{
1 if sx = sy
−1 if sx 6= sy

, (4)

where: sx = sgn(p1(0)− p1(N − 1)), sy = sgn(pj(0)− pj(N − 1)) and sgn(x) is
signum function. The d1, d2 parameters are used to align both trajectories:

d1 = max[p1(n)],

d2 =

{
min[pj(n)] if c = −1
max[pj(n)] if c = 1

.
(5)

Finally, the adaptation of ranges for both trajectories is realized by scaling the
p1(n) trajectory by the ratio of ranges r2/r1, where r1 is the range of parent and
r2 child trajectory:

r1 = |max[p1(n)]−min[p1(n)]| ,
r2 = |max[pj(n)]−min[pj(n)]| .

(6)
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Fig. 5. The length of rotation actions for the length of the single phase of animation.

Since the ratio is always positive, its value determine if the dynamic range of
parent trajectory is extended (r2/r1 > 1) or compressed (r2/r1 < 1).

4.4 Final Rotation of the Head

As an example of using the proposed mechanism, we have selected a group of
trajectories with rotation phase in 19 frames. We have chosen a first trajectory
(intense sadness emotional state) in the group depicted in Figure 6, where d1 = 0
and r1 = 1.3564. Obtained rotations based on the trajectory are presented in
Figure 7.
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Fig. 6. The parent trajectory of child trajectories in the group for strong sadness state
rotations.

Next, using it as the parent trajectory, we have calculated the parameters for
the rest trajectories in the group. Table 4 summarizes the coefficients obtained
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Fig. 7. Example configuration of rigid elements in strong sadness state for the front,
side and top view.

for one group where p1(n) represents weak joy state, element C1 with pitch
movement. Selecting all trajectories for intense sadness emotional state, we have
rendered a few frames of animation for this case presented in Figure 8.

Fig. 8. Example phases of head animation for strong sadness emotional state.

The final data for animation can be expressed as a single reference trajec-
tory with set parameters to generate the rest of the trajectories for a specific
emotional state.

5 Conclusions

The principal aim of our work was to create relations between the facial expres-
sions and head movements for the better virtual human-machine interaction. For
this purpose, we analyzed motion trajectories for three basic emotions for three
different intensities of these emotions. The obtained results were used to create
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Table 4. The coefficients of child trajectories obtained for one group with rotation
phase performed in 19 frames.

Emotion Element Rotation c d2 r2 r2/r1

weak
C2 pitch -1 0 4.8811 3.5986

joy

weak
C3 pitch -1 0 5.1591 3.8035

joy

weak
C3 roll 1 0 0.0078 0.0058

joy

weak
C3 yaw -1 0 4.5821 3.3781

joy

medium
C1 pitch -1 0.0104 1.2895 0.9507

sadness

medium
C2 pitch 1 -0.1220 15.0925 11.1269

sadness

medium
C2 roll -1 0.0777 9.6130 7.0871

sadness

medium
C2 yaw 1 -0.0144 1.7840 1.3152

sadness

medium
C3 pitch 1 -0.0168 2.0816 1.5347

sadness

medium
C3 roll 1 -0.0002 0.0275 0.0203

sadness

medium
C3 yaw 1 -0.0029 0.3605 0.2658

sadness

strong
C1 pitch -1 0.0104 1.2895 0.9507

sadness

strong
C2 pitch 1 -0.1220 15.0925 11.1269

sadness

strong
C2 roll -1 0.0777 9.6130 7.0871

sadness

strong
C2 yaw 1 -0.0144 1.7840 1.3152

sadness

strong
C3 pitch 1 -0.0168 2.0816 1.5347

sadness

strong
C3 roll 1 -0.0002 0.0275 0.0203

sadness

strong
C3 yaw 1 -0.0029 0.3605 0.2658

sadness

movement on the three-dimensional head of a human. The results indicate that
based on the similarity of the trajectories, the rotations can be performed using
a limited set of the original trajectories in the database. We have presented a
technique on how to group a set of trajectories using similarity measure between
them and how to restore them inside the group using a single trajectory and
additional coefficients. We have used the mean square error measure to deter-
mine the similarity level between pairs of trajectories. The mean absolute error,
root mean squared error or other measurements can also be used for this task.
However, selecting a proper similarity measure taking the problem’s specificity
into mind is not a trivial task and needs further investigation. The presented
work can be extended by adding new rigid elements and increasing the number
of head gestures correlated with different emotional intensities. In future work,
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a scheme for selecting a base trajectory in groups using optimization techniques
is planned.
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