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Abstract. In the information age, one of the main research field that is being 
developed is the one related to how to improve the quality of the search engine 
as regards knowing how to manage the information contained in a document in 
order to extract its content and interpret it. On the one hand due to the heteroge-
neity of the information contained on the web (text, image, video, musical 
scores), and on the other hand to satisfy the user who generally searches for in-
formation of a very different type. This paper describes the development and 
evaluation of an analytical method for the analysis of musical score considered 
in its symbolic level. The developed method is based on the analysis of the fun-
damental elements of the musical grammar and takes into account the distance 
between the sounds (which characterize a melody) and their duration (which 
makes the melody active and alive). The method has been tested on a set of dif-
ferent musical scores, realizing an algorithm in order to identity a musical 
score in a database. 
Keywords: musical DNA, information retrieval, musical score search engine. 

1    Introduction 

Internet and the Web are an immense information resource. As such, it represents the 
first global communication network that allows users to transmit, receive, communi-
cate, and make available information contents. Given the complexity and heterogeneity 
of the information contained on the web [1], search engines are becoming crucial to 
allow easy navigation through the data.  
Search engines are based on specific algorithms for Information Retrieval (IR). The 
main objective is to make the right information available to the user based on his 
requests and expectations [2]. In order to be identified by Information Retrieval (IR) 
Systems, documents are generally transformed into an adequate representation [3]. 
Each method of information recovery has a different model based on the type of 
document [4]: text, image, video. 

From these considerations one can immediately infer that while in the case of a lin-
guistic text it is easy to create indexes [6] [7], in the case of a musical language signif-
icant difficulties emerge. As far as a musical piece is concerned, the indexes are created 
exclusively in reference to the title, the name of the author, the tonality and other infor-
mation of a purely textual and informative kind [8]. Recent research analyzed the audio 
files, creating Audio Search Engines, through the audio fingerprint technique that may 
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be used not only to identify an audio file [9] but also to synchronize multiple audio files 
[10, 11]. 

However, in the case of a musical text examined at a symbolic level (i.e. the musical 
score), it becomes difficult to create indexes in the absence of specific indications that 
often lead to approximate results. There are many scientific researches in the ambit of 
the musical text that have the objective of searching for more accurate systems in order 
to determine the identifying elements of a composition, as for instance a melody, a 
motif, a rhythmic structure [12-14] and so forth, that might be used in order to create 
an indexation of the same composition  
This document presents a method for the analysis of a musical score considered in its 
symbolic level to analytically represent its distinctive characters. These refer to the 
score and are unique: each music is different from another music and each person can 
interpret these differences by listening and segmenting the continuous sonorous. The 
representation of these characters through a vector permits to define an objective 
comparison criterion. The method is based on the mathematical formalization of the 
distinctive elements of the sound: pitch and duration. 

 
This paper is organized as follows. 
Section 2 analysis the concept of “sound” and its characteristics. Section 3 explains 

the method used to obtain the Fingerprint of a musical score.  available experimental 
results are shown that illustrate the effectiveness of the proposed method. Finally, Sec-
tion 5 concludes this paper with a brief discussion. 

2    The concepts of sound  

Melody and rhythm are two fundamental components as far as musical structuring is 
concerned, two nearly inseparable components: a melody evolves along the rhythm in 
the absence of which it does not exist [15]: “melody in itself is weak and quiescent, but 
when it is joined together with rhythm it becomes alive and active” [16] (figure 1). 
 

 

 
 

Fig. 1. Excerpt from the score of Ravel’s "Bolero". The initial notes of the theme are represented 
on the first staff without any indication with respect to rhythm; the same notes are represented of 
the second staff together with the rhythm assigned by the composer. 

2.1  The melody 

The melody of a musical piece is represented by a number of sounds, each one separated 
from the next by a number of semitones: the melodic interval.  

The various melodic intervals were classified as symbols of the alphabet [17]. The 
classification of an interval consists in the denomination (generic indication) and in the 
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qualification (specific indication) [18][19]. The denomination corresponds to the num-
ber of degrees that the interval includes, calculated from the lowest one to the highest 
one; it may be of a 2nd, a 3 rd, 4th, 5th, and so on.; the qualification is deduced from the 
number of tones and semi-tones that the interval contains; it may be: perfect (G), major 
(M), minor (m), augmented (A), diminished (d), more than augmented (A+), more than 
diminished (d-), exceeding (E), deficient (def). 

A melody is usually represented as a sequence Si of N intervals nx indexed on the 
basis of their order of occurrence x [17]: 

 
The musical segment may, therefore, be seen as a vector the elements of which are, 

respectively, the intervals that separate the various sounds from one another. The cor-
responding value of every interval equals the number of semi-tones between the i-th 
note and the preceding one: this value will be respectively positive or negative depend-
ing on whether the note is higher or lower than the preceding note (figure 2) [17]. 
 

 
Si =<2, 2, 1, -3, 2, -4> 

 

Fig. 2. Melodic segment and its related vector. 

2.2  The rhythm 

The rhythm is associated with the duration of the sounds: duration intended as the time 
interval in which sound becomes perceptible, regardless of whether it is due to a single 
sign or to several signs joined together by a value connection [20][21][22].  

If we were to analyze a score, the sound duration will not be expressed in seconds 
but calculated on the basis of the musical sign (be it sound or rest) with the smallest 
duration existing in the musical piece [17]. The duration of every single sign will there-
fore be a (integer) number directly proportional to the smallest duration. In the example 
shown in figure 3, the smallest duration sign is represented by the thirty-second note to 
which the value 1 is associated (automatically): it follows that the sixteenth note shall 
have the value 2, the eighth note the value 4, … 
 

 
                                                    Ri=<2, 4, 4, 4, 4, 4, 4, 4, 4, 1, 1> 
 

Fig. 3. Rhythmic segment and its related vector. 
 
On the base of all the above considerations related to the concept of melody, it is 

possible to deduce that each melody has a succession of sounds that differentiates it 
from other melodies (ie there are different intervals that separate sounds) and each 
sound has a specific duration that confers meaning to the whole melody. Figure 4 shows 
two incipits derived from two different songs that have the same sounds but different 
rhythm. 

[ ]1,0)( -Î= Nxxi nS
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                                                          A                                        B 
 

Fig. 4. A) “Frere Jacque” (French popular song), B) “DO-RE-MI” (from the Musical “The sound 
of Music”). 

3    The DNA of a musical score 

The aim of this study is to mathematically formalize the features of the sound that allow 
a listener to recognize a particular composition: the pitch and the duration. These ele-
ments are unique for each composition and therefore allow to delineate the "DNA" of 
the composition.  

The difference in pitch between two sounds allows you to define the musical inter-
val; the sequence of intervals within the composition allows the definition of the mel-
ody. In order to analyze and represent the succession of the interval within the musical 
piece it has been used the Markov Process (or Markov Stochastic Process – MSP): the 
choice was made to describe the passage from one sound to the next sound considering 
the number of semitones between the two sounds (melodic interval), the trend of the 
interval (a=ascending or d=descending) and the duration of the two sounds.  

Table 1 shows an excerpt of a transition matrix: the first column (and first row) in-
dicates the denomination of the interval (classification), the second column (and the 
second row) presents the number of semi-tones that make up the interval (qualification), 
the third column (and the third row) displays the ascending (a) or descending (d) move-
ment between two consecutive sounds, and the fourth column (and forth row) presents 
the time-space between two consecutive sounds. 
 
 

Table 1. Example of a transitions matrix. 
 

Interval    2° m 2° m 2° m 2° m …  
 Semitones   1 1 1 1 …  
  Trend  a d a d …  

   Duration x x e e …  

2° m 1 a x     …  

2° m 1 d x     …  

2° m 1 a e     …  

2° m 1 d e     …  

… … … … … … … … …  
 

 
To determine the DNA of the score (or of the musical research segment) it is nec-

essary to fill in the matrix of the transitions and then for each row it is necessary to add 
the values present in the matrix: if the result is zero in the DNA column (and in the cell 
corresponding to the same row) the number zero is written, while if the value is different 
from zero in the DNA column (and in the cell corresponding to the same row) the num-
ber 1 is written . 
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Table 2. DNA of the musical object in figure 1. 

 
 

Given a musical segment S2 of length N1<N0, where N0 is the length of the music 
score, it is necessary to define its representative vector following the procedure de-
scribed above, and compare it with the representative vector of the music score. To 
identify the DNA of the segment S2 it is necessary to use a transition matrix with the 
same columns and rows of the music score: only in this way it is possible to obtain a 
vector with the same length as the vector of the score. 

The comparison takes place by making a bit-to-bit difference, in correspondence 
with the bits with value 1 of the segment S2: if the resulting difference is zero for each 
bit, the score was identified (figure 5) otherwise the choice is made considering the 
musical score with the greatest number of zeros (which means a greater number of 
common elements between the musical segment S2 and the musical sores) (see figure 
6). In this case the concept of similarity is taken into consideration, as a discriminating 
factor [23]. The distinction between similarity and identity of two musical segments is 
very rigorous [24]: similarity is defined as partial identity, that is, two entities (A and 
B) are similar if they share some properties, but not necessarily all. Therefore, the sim-
ilarity between A and B depend on their common features: the more common features 
they share, the more similar they are (figure 6). At the same time, the similarity between 
A and B depend on the differences between them: the more differences they have, the 
less similar they are. 

 

 
Musical segment S2 

 
Frére Jacque 

DNA 0 1 1 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 … 

Vector S2           1    1      … 
Check           0    -1      … 

 
DO-RE-MI 

DNA 1 1 0 1 1 0 0 0 0 1 1 1 1 1 1 0 0 1 0 1 … 

Vector S2           1    1      … 
Check           0    0      … 

 

Fig. 5. Musical Score Identification. 
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Musical Score 1 
DNA 1 1 0 1 1 0 0 0 0 0 1 1 1 1 1 0 0 1 0 1 … 

Vector S2       1   1 1    1      … 
Check       -1   -1 0    0      … 

 
 

Musical Score 2 
DNA 1 1 0 1 1 0 1 0 0 0 1 1 1 1 1 0 0 1 0 1 … 

Vector S2       1   1 1    1      … 
Check       0   -1 0    0      … 

 

Fig. 6. Musical Score Identification. 

4    Application and analysis: obtained results 

The aim of this research was to develop an analytical method in order to realize a Search 
Engine able to identify a musical score in a database.  
To evaluate the proposed method, it has been realized an algorithm the structure of 
which takes in consideration each and every single aspect previously described. The 
algorithm does not provide any limitations with regard the number of notes that can be 
wrote for the research and therefore the musical score representative matrix that is au-
tomatically dimensioned on the base of the features of the musical score. The algorithm 
presents some limitations related to the duration of the notes used for the research. This 
is due to the fact that the solidity of the algorithm had to be checked against complex 
rhythmic structures (typical of the contemporary music). 

4.1  Database preparation 

The collection of documents was prepared using musical scores of 18th, 19th and 20th 
Century of different authors, for a total of 220 musical scores.  

All of the musical scores were stored in MIDI format (a symbolic music interchange 
format), or in the Lilypond notation format (a textual notation for music based on the 
set of ASCII characters) [25], or in the more recent MusicXML file (a text-based lan-
guage that permits to represent common Western musical notation) [26]. 

All the musical scores were for piano, in order to take polyphony into consideration; 
grace notes (or musical ornaments) were removed from each score (figure 7), because 
musically they are secondary notes and do not characterize the musical structure. 

 

 
Fig. 7. Database preparation: removing grace motes. 

4.2  Musical score decoding 

In the decoding stage, it is important to underline the fact that in the case of two or more 
sounds connected together, these are considered as a single sound whose duration is 
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equal to the sum of the durations of the individual sounds [17] (see example in figure 
8).  
 

 
                     duration             4       1                        8                 8                 2.                 2.  6            4 
   rappresentative vector      Ri = <5>                        Ri = <18>                 Ri = <12> 
 

Fig. 8. Sound duration. 
 
Each musical score (read from the file) is transformed into a list of numbers (Musical 
DNA) [17]: each sound is associated with two values, the first one related to the dis-
tance with the next sound and the second one related to its duration [27, 28] (figure 9). 
 

 
 

                                                        duration             1  1          4          2                        Ri = <1  1  4  2> 
                                           interval vector          12  2          6                      Ii = <12  2  6>                         

 
Fig. 9. Musical DNA. 

 
In case the musical score is composed of several voices placed on different staves 

(such as the piano score) the list of sounds is composed first of all by the relative num-
bers of the first staff, then those of the second staff and so on (figure 10) [12]. 

 

 
 

A A B F … B G … 
40 42 44 45 … 28 30 … 

 

Fig. 10: Sequential representation of the score. 

4.3  Input sample music 

After filling in the representative matrix of the musical score, its binary representative 
vector (Musical DNA) is defined: see example in table 2. 
The search for a score in a database is performed by writing the sounds of a sample 
musical segment (with their respective durations) within a dialog similar to the dialog 
of a search engine, with the difference that this is represented by a musical pentagram 
(figure 10). 
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Fig. 10. Music Search Engine interface. 

4.4  Obtained results 

The initial tests were carried out on a set of sample musical segments of two different 
lengths, 5 and 10 musical notes. For the tests the processing time was not taken into 
consideration, because it was strictly connected to the type of computer used for the 
analysis.  

It was not important that the durations of the sounds indicated in the sample were 
the same as the durations present in the scores: the durations could be different under 
the condition that the mathematical proportion was always respected (figure 11). 

 

 
Ri = <1, 1, 4, 2> 

 

 
Ri = <1, 1, 4, 2> 

 
Fig. 11. Proportional duration. 

 
The results of information retrieval are present in table 3. The percentage improve-

ment obtained considering 10 notes instead of 5 notes is approximately 5% in the case 
of musical scores of the 18th Century, 7% in the case of musical scores of the 19th 
Century and 4% in the case of the musical scores of the 20th Century. This is explained 
by the fact that: in the 18th Century music, the type of intervals present in a score is not 
very varied; in 19th Century music the type of intervals increases and therefore a greater 
number of notes allows to diversify the research results; finally, in the music of the 20th 
Century there is a particular element, namely the presence of complex rhythms which 
reduces the similarity between musical segments. 
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Table 3. Comparative performance under different length of the sample musical segment. 
 

Period of the 
musical scores 

Averaged recognition rate (%) 
5 musical notes 10 musical notes 

18th century 87 92 
19th century 84 91 
20th century 63 67 

5    Discussion and Conclusions 

The Internet and the Web represent an immense and heterogeneous information re-
source for a vast and heterogeneous public like current Internet users. However, the 
nature and characteristics of the Internet highlight problems relating to how to search 
and find information online, in order to satisfy the user’s requests.  

This study has been able to successfully develop an algorithm (a sort of IR system) 
that allows the identification of a musical score within a database, through the indica-
tion of musical notes. The results show that to obtain a satisfactory result it is necessary 
to insert a suitable number of notes, capable of analytically describing the identifying 
characteristics of the musical score. 

In addition, the following study areas can be improved in future studies to create a 
more robust IR: 

• Increase in the size of the database size (number of musical scores); 
• Representation of irregular musical rhythms (typical of contemporary music). 
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