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Abstract. The element of the epistemic uncertainty quantification concerning 

the estimation of the approximation error is analyzed from the viewpoint of the 

ensemble of numerical solutions obtained via independent numerical algo-

rithms. The analysis is based on the geometry considerations: the triangle ine-

quality and measure concentration in spaces of great dimension. In result, the 

feasibility for nonintrusive postprocessing appears that provides the approxima-

tion error estimation on the ensemble of the solutions. The ensemble of numeri-

cal results obtained by five OpenFOAM solvers is analyzed. The numerical 

tests were made for the inviscid compressible flow around a cone at zero angle 

of attack and demonstrated the successful estimation of the approximation error. 

Keywords: approximation error, ensemble of numerical solutions, distances be-

tween solutions, triangle inequality, measure concentration, Euler equations, 

flow around a cone, OpenFOAM. 

1 Introduction 

The approximation (discretization) error               is usually considered as a 

subject of the epistemic uncertainty quantification. The reasons for this statement are 

the dependence of the approximation error on the truncation error       

            
        and the fact, that the Lagrange form of the truncation error 

                                (n is the grid point number) contains 

unknown deterministic parameter         . 
Herein, the CFD system is formally denoted as      , the numerical solution 

(obtained by k-th algorithm) is governed by the discrete operator    
      . Trun-

cation error        is obtained from the Taylor series of the numerical solution (grid 

function      inserted to the main system of PDE. 

However, there exist works (for example, [1]), which more or less successfully 

consider the approximation error to be the normally distributed random value. On the 

other hand, the numerical tests [2] demonstrate the universal (although, non-

Gaussian) probability density distribution       (for the Lagrange parameter   ) 

with the mean value about 1/3 for the heat conduction problem. So, some random 
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features of the approximation and truncation errors are observed in numerical tests. 

Thus, there exists a formal contradiction between random (observed) and determinis-

tic (theoretically based) approaches to the approximation error estimation. This para-

dox may be resolved via the measure concentration effect [3], relating the probability 

and the geometry of the high dimensional spaces, however, it is far above the present 

paper scope. 

From the stochastic standpoint, the ensemble-based approach may provide a natu-

ral alternative in the absence of information on the truncation error probability density 

distribution. Herein, the element of the epistemic uncertainty quantification concern-

ing the estimation of the discretization error is analyzed from the viewpoint of the 

ensemble of numerical solutions obtained via independent algorithms governed by a 

vector valued parameter       (truncation error). 

The ensemble of solutions is related to the flow around elongated bodies of rota-

tion (EBR). In the late 80's - early 90's the computational technology allowed to make 

routine computing for a flow around EBR with a high degree of reliability. For exam-

ple, the deviation between the numerical and experimental results for aerodynamic 

drag coefficients did not exceed 2-3 percent. The essence of this technology was that 

the aerodynamic drag coefficient Cx was considered as a sum of three components: 

Cp – coefficient for inviscid flow, Cf – coefficient for viscous friction and Cd – coef-

ficient for near wake pressure. The present work is a part of the general project to 

create a similar technology [4-6]. The OpenFOAM software package (Open Source 

Field Operation and Manipulation CFD Toolbox) [7] is used to calculate the aerody-

namic characteristics for inviscid flow around the elongated bodies of rotation. 

OpenFOAM contains a number of solvers [8-12] based on independent numerical 

algorithms. 

This paper presents an analysis of the ensemble of solutions, obtained using five 

OpenFOAM solvers, for the discretization error estimation. Etalon solutions [13], 

which have a high accuracy and are used for verification of numerical methods for 

many years, are employed for the true error estimation. The analysis is performed for 

the inviscid flow around a cone. 

2 The test problem 

The statement of the CFD problem is presented in accordance with the work [13], 

where the results of the inviscid flow around cones with different angles at various 

Mach numbers are addressed. We consider a cone in the uniform supersonic flow of 

ideal gas at zero angle of attack α = 0° with a Mach number 2. The body under con-

sideration is a cone with the half angle β = 20° (Fig. 1). The inflow conditions are 

denoted by the index “∞”, and the outflow ones by the index ξ, since the solution is 

self-similar and depends on the dimensionless variable. The Euler equations system is 

used for the flow field calculation. The system is supplemented by the equation of 

state of the ideal gas. 
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Fig. 1. Flow scheme 

3 OpenFOAM solvers 

The following solvers from the OpenFOAM software package were used: 

 rhoCentralFoam (rCF), based on a central-upwind scheme, which is a combination 

of central-difference and upwind schemes [8, 9]. The essence of the central-upwind 

schemes consists in a special choice of a control volume containing two types of 

domains: around the boundary points, the first type; around the center point, the 

second type. The boundaries of the control volumes of the first type are determined 

by means of local propagation velocities. The advantage of these schemes is the 

possibility to achieve a good resolution for discontinuous solutions in gas dynam-

ics, using the appropriate technique for the numerical viscosity reducing. 

 sonicFoam (sF), based on the PISO algorithm (Pressure Implicit with Splitting of 

Operator) [10]. The basic idea of the method is the application of two difference 

equations to calculate the pressure for the correction of the pressure field obtained 

from discrete analogs of the equations of moments and continuity. This approach is 

takes account of the fact that the velocities changed by the first correction may not 

satisfy the continuity equation, therefore, a second corrector is introduced, which 

enables us to calculate the velocities and pressures satisfying the linearized equa-

tions of momentum and continuity. 

 rhoPimpleFoam (rPF), based on the PIMPLE algorithm, which is a combination of 

the PISO and SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) al-

gorithms. In this method, an external loop is added to the PISO algorithm, due to 

which the method becomes iterative one and allows to count with the Courant 

number greater than 1. 

 pisoCentralFoam (pCF), which is a combination of a Kurganov-Tadmor scheme 

[8] with the PISO algorithm [11]. 

 QGDFoam (QGDF), which is based on the implementation of quasi-gas dynamic 

equations [12]. 
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4 Numerical results 

4.1 Initial and boundary conditions 

On the upper boundary (“top”) the zero gradient condition for the gas dynamic func-

tions is specified. The same conditions are set on the right border (“outlet”). On the 

left border (“inlet”), the parameters of the approaching flow are set: pressure P = 

101325 Pa, temperature T = 300 K, speed U 694.5 m/s (Mach number = 2). On the 

cone surface, the condition of zero gradient is given for pressure and temperature, and 

the condition “slip” is given for the speed, corresponding to the non-penetration con-

dition for the Euler equations. The special “wedge” condition is used for the front 

(“front”) and back (“back”) borders to model the axisymmetric geometry in the 

OpenFOAM package. The OpenFOAM package also employs a special “empty” 

boundary condition. This condition is specified in cases when calculations in a given 

direction are not carried out. In our case, this condition is used for the “axis” border. 

The number of grid cells is 13200. The initial conditions correspond to the bounda-

ry conditions on the inlet edge, that is, the initial conditions are used for the parame-

ters of the inflow stream. The molar mass M = 28.96 kg/mol and the specific heat at 

constant pressure Cp = 1004 were also set. 

4.2 Parameters of solvers 

In the OpenFOAM package, there are two options for approximating differential op-

erators: directly in the solver's code or using the fvSchemes and fvSolution configura-

tion files. In order the comparison to be correct, we used the same parameters, where 

possible. In the fvSchemes file: ddtSchemes – Euler, gradSchemes – Gauss linear, 

divSchemes – Gauss linear, laplacianSchemes – Gauss linear corrected, 

interpolationSchemes– vanLeer. In the fvSolution file: solver – smoothSolver, 

smoother symGaussSeidel, tolerance – 1e-09, nCorrectors – 2, 

nNonOrthogonalCorrectors – 1. 

5 Analysis of true errors on the ensemble 

Tables 1,2 show the results of calculations of the L2 and L1 norm of "true" error (dif-

ferences between tested and exact (etalon) solutions): 

         
           (1) 

        
          (2) 

Herein, the norm is not considered as the vector norm, rather it should be treated as 

the grid function norm (discrete analogue of the function norm). 

In Tables 1, 2    is the velocity components    and   , pressure   and density   

in the cell.    is the cell volume for the cone angle       and Much number  

   . Fig. 2, 3 shows errors from Tables 1, 2 in the form of spider diagram, where 
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the tabular data are normalized to the maximum values of the corresponding gas-

dynamic functions. 

 

 

Fig. 2. Norm of the deviation from the etalon solution (L2) 

 

Fig. 3. Norm of the deviation from the etalon solution (L1) 
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Table 1. Norm of the deviation from the etalon solution (L2) 

 rCF pCF sF rPF QGDF 

Ux 0.007258 0.007367 0.006663 0.008037 0.006500 

Uy 0.007895 0.009107 0.008890 0.010691 0.008532 

p 0.011566 0.013465 0.015504 0.017360 0.013721 

ρ 0.015545 0.018697 0.023374 0.025612 0.019400 

Table 2. Norm of the deviation from the etalon solution (L1) 

 rCF pCF sF rPF QGDF 

Ux 0.002010 0.001952 0.001838 0.002405 0.001548 

Uy 0.001848 0.002017 0.002262 0.003059 0.001741 

p 0.002844 0.003316 0.004985 0.006131 0.003984 

ρ 0.004322 0.004729 0.008396 0.010201 0.006245 

6 Analysis of distances between numerical solutions on the 

ensemble 

The above analysis is based on the etalon solution of a priori small error. However, 

the availability of such solution is not a common case. There is some feasibility for 

error analysis based on the ensemble of numerical solutions [14-16]. 

Let the relation of the approximation error of these schemes be known a priori. We 

denote the numerical solution as the vector (grid function)         (k is the scheme 

number, N is the number of grid points respectively), the values of unknown exact 

solution at nodes of this grid (further denoted as exact solution) as       and use a 

discrete (L2 or L1) equivalent norm. The unknown deviation of exact solution values 

at grid points       from the computed solution is assuming the form           

  . The numerical solutions      are located at surfaces of concentric hyperspheres 

with the center at    and unknown radii   . 

In the simplest event of two numerical solutions      and      with a priori known 

errors relation        (            ,             ) the following theo-

rem [14] may be stated. 

Theorem 1. Let the norm of difference of two numerical solutions           and 

          

                     (3) 

be known from computations and there is a priori information 

                      (4) 

then the norm of approximate solution      error is less than the norm of difference of 

solutions: 
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                   (5) 

Unfortunately, a priori information (Eq. 4) usually is not available. However, the 

separation of distances between solutions into clusters of the small error and the large 

error (i.e., the availability of highly precise solutions concentrated in a vicinity of the 

exact one) may be considered as evidence of the existence of solutions with signifi-

cantly different error norms [14-16]. 

The quantitative criterion for applicability of Theorem 1, based on dimension of 

first cluster and the distance between clusters, may be stated as the following 

semiheuristic criterion: 

Criterion. If the distance between clusters is greater than the size of the cluster of 

accurate solutions          then                  , where      belongs to the 

cluster of more accurate solutions and      is the maximally inaccurate solution. 

From this standpoint the collection of distances between solutions may contain the 

important information. The matrix of the distances engendered by L2 or L1 norm is 

provided in the Tables 3 and 4 for   . The analysis for other components is omitted 

for brevity due to their similar behavior. 

In the Tables 3 and 4, one can see no visible separation of distances by clusters, 

which may satisfy the above criterion. So, the above mentioned criterion is not appli-

cable. 

Table 3. Norm of the deviation from the etalon solution (L2) 

 rCF pCF sF rPF QGDF 

rCF 0.0 0.003522 0.002741 0.003444 0.003580 

pCF  0.0 0.003067 0.003666 0.003511 

sF   0.0 0.002529 0.002852 

rPF    0.0 0.004785 

QGDF     0.0 

Table 4. Norm of the deviation from the etalon solution (L1) 

 rCF pCF sF rPF QGDF 

rCF 0.0 0.001336 0.001085 0.001294 0.001411 

pCF  0.0 0.001266 0.001462 0.001399 

sF   0.0 0.000911 0.001256 

rPF    0.0 0.001873 

QGDF     0.0 

In this situation we consider the maximum value of distance between solutions 

over all data of Tables 3, 4 as the upper bound of the error. 

Corresponding values          
 and          

 are provided in Tables 5, 6 for    

component as the maximum estimation of error norms. The relations of error norms to 

the maximum estimate       
         

  and       
         

  are also pre-

sented in the Tables. 
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Table 5. Norm of the deviation from the etalon solution (L2) 

 rCF pCF sF rPF QGDF 

      
 0.07258 0.007367 0.006663 0.008037 0.006500 

         
 0.004785 

      
         

  1.517 1.54 1.392 1.68 1.358 

Table 6. Norm of the deviation from the etalon solution (L1) 

 rCF pCF sF rPF QGDF 

      
 0.002010 0.001952 0.001838 0.002405 0.001548 

         
 0.001873 

      
         

  1.073 1.042 0.981 1.284 0.827 

The analysis of data provided in Tables 5, 6 demonstrates the maximum distance 

between solutions to be a reasonable estimate for the deviation of considered numeri-

cal solution from the etalon one. The maximum relation of the true error to estimate 

of the error       
         

  over all solutions is about 1.7 that seems to be quite 

acceptable value. As mentioned in [16], the L1 norm is more suitable for the error 

estimation. Herein, the results of Table 6 also confirm the higher quality of the error 

estimation via the maximum distance between solutions calculated in the L1 norm. 

If one consider         as the error estimator and the value              as 

the effectivity index of this estimator, its magnitude in the L1 norm is about unit, that 

is close to “ideal” estimator [17]. The error estimator           
 is acceptable for 

the L2 norm. 

7 Discussion 

The above results demonstrate the potential of the ensemble of numerical solutions, 

obtained by independent algorithms, for a posteriori error estimation and verification. 

In papers [14-16] the independence of numerical methods was obtained by using 

schemes of the formally different order of approximation. Herein, the independence is 

ensured by differences of the numerical algorithms’ structure that significantly ex-

pands the application domain. 

The results demonstrate also that the location of exact solution determined by the 

distances between solutions along with [14-16] is found to be close to the etalon one. 

It confirms the high quality of the etalon solution [13]. 

The evolution of the notion “solution” for the CFD equations (“strong”, “weak”, 

“measure-valued” [18]) is far from the final. At present, the ensemble-based option 

for solutions (statistic [1, 18], measure-valued [18]) seems to be of most current inter-

est. These ensemble-based solutions may provide both the reasonable solution notion 

for the shocked and turbulent flows and some natural way for the Uncertainty Quanti-

fication. 

The statistic solution is used in [18] for approximation of the measure-valued solu-

tion moments. The key element of this approach is the scalar stochastic parameter 
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directly inserted in the boundary condition. In contrast, in present paper, the stochastic 

parameter is related with the source term of the differential approximation (truncation 

error) implicitly. The stochastic properties of the truncation error are caused by the 

high dimensionality of the problem (about 10
4
 nodes) and the independence of the 

truncation error (source term) for the solvers based on different algorithms. The cu-

mulative action of these features may cause stochastic properties due to the measure 

concentration effect [3]. 

8 Conclusion 

In above presented numerical tests five OpenFOAM solvers were compared with the 

etalon solution [13] and with each other in the metrics engendered by L1 and L2 norm. 

All solutions are found to be close with each other and with the etalon one. The dis-

cretization error is estimated as the maximum distance between solutions in the en-

semble. 

The estimated discretization error is close to the "true" errors (between numerical 

and etalon solutions). Thus, the tests demonstrate that the ensemble of the numerical 

solutions obtained by different solvers, based on independent algorithms, provides the 

feasibility for verification of any considered solver with the same quality as the etalon 

solution. 

The above error norm estimation is obtained without conditions listed in [14-16] (a 

priori information on error norm relation or availability of small error clusters) that 

enhances the applicability domain for the ensemble based discretization error estima-

tion. Both the code and solution verification may be performed via an ensemble of 

numerical solutions obtained by independent algorithms. 
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