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Abstract. The increase of computing capabilities promises to address
many scientific and engineering problems by enabling simulations to
reach new levels of accuracy and scale. The field of uncertainty quantifica-
tion (UQ) has recently been receiving an increasing amount of attention
as it enables reliability study of modelled systems. However, performance
of UQ analysis for high-fidelity simulations remains challenging due to
exceedingly high complexity of computational workflows. In this paper,
we present a UQ study on a complex workflow targeting a thermally
stratified flow. We discuss different models that can be used to enable
it. We then propose an abstraction at the level of the workflow specifi-
cation that enables the modeller to quickly switch between UQ models
and manage underlying compute infrastructure in a completely trans-
parent way. We show that we can keep the workflow description almost
unchanged while benefitting of all the insight the UQ study provides.

Keywords: Uncertainty Quantification · Workflows · Modelling · High-
Performance Computing.

1 Introduction

With the increase of computational power, scientific and engineering simulations
are tackling increasingly higher complex systems. Modelling is being used as a
strategic tool to provide key insights for predictions and decision making. There-
fore, it is important to address the presence of uncertainty in the model data,
such as inexact knowledge of initial conditions, and incorporate probabilistic be-
haviours into analysis. Uncertainty quantification (UQ) methods can be used in
model certification, parameter estimation, and inverse problems [10].

Although the need for confidence intervals in modelling predictions is appar-
ent, the inclusion of UQ into complex engineering studies is non-trivial. Not only
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can the model have a high degree of sophistication but also the underlying high-
performance computing (HPC) resources can be challenging to manage. HPC is
usually associated with UQ as an enabler, in the sense that the modelling appli-
cations typically require the memory, parallelisation ability, and compute power
only found in top-tier HPC resources. Also, the need to replay simulations for
multiple sets of inputs increases the amount of computation needed. Other prop-
erty of UQ that stresses the HPC infrastructure is how the runtime requirements
can change between runs, particularly with multi-resolution methods [17].

As scientific simulations and modelling become more complex, they tend to
be organised in workflows as opposed to single monolithic applications. During
the process of designing an orchestrated set of applications, the requirements and
the way data is used may change. Additionally, the number of applications and
their dependences can vary. Therefore, the end-user would appreciate a flexible
and interactive environment. The modeller should be able to focus exclusively on
improving the computational experiment and avoid having to dive into challeng-
ing infrastructure details. In addition, the assimilation of the UQ study within
the workflow in a integrated way would bring an increased benefit. This can be
used to drive the workflow design itself and enable defining trade-offs at an early
stage, e.g. the accuracy of the UQ model versus the computational cost. Work-
flows also add an auditability dimension to the modelling work which is relevant
for many organisations. A platform that delivers on these requirements would
democratise the use of UQ (and HPC for that matter) across less experienced
users who might avoid performing stochastic modelling due to a steep learning
curve.

In this work, we present an example of a complex UQ analysis needed to
estimate the influence of parametric variability in the transient simulation of
conjugate heat transfer. We demonstrate the use of a non-intrusive, adaptive
method by assessing the propagation of thermal shock within a u-shaped bend.
This case is relevant to nuclear applications, where hot-cold cycles can lead to
thermal fatigue and material failure. The influence of shock-magnitude on wall
temperatures is assessed.

Supported on this analysis, we then discuss an abstraction in which the end-
user can express UQ studies cleanly as part of its own simulation/modelling
workflow and with them have a common infrastructure that handles these two
components jointly as they were a single one. Furthermore, we explore possibil-
ities to enhance reusability of workflow components by multiple end-users.

This paper expands on [17]. Therein, an architecture to easily deploy UQ
studies as workflows is proposed. That solution uses an as-a-service approach,
integrating a mix of cloud and traditional HPC technology as well as the com-
ponents to manage a dynamic and scalable infrastructure. That architecture
not only provides the requirements of UQ studies but also reduces the load
on the users, as it is able to smart schedule jobs and predetermine important
runtime parameters (domain partitions, compute nodes, threading) with an arti-
ficial intelligence engine, providing the baseline infrastructure for the abstraction
proposed herein.
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The paper is organised as follows. Section 2 describes the general polynomial
chaos method and its non-intrusive, multi-element variant; Section 3 discusses
current infrastructures to enable UQ, while Section 4 describes our proposed
abstraction; Section 5 demonstrates an application of the abstraction to perform
a complex UQ study for heat transfer flow modelling; finally, Section 6 draws
some conclusions.

2 Non-Intrusive Methods for Uncertainty Quantification

In this work, the general polynomial chaos (gPC) approach has been applied to
quantify uncertainty in the simulation of thermally stratified flow. The following
section describes a variant of generalised polynomial chaos, non-intrusive spectral
projection (NISP). We discuss an extension of the method which utilises discreti-
sation of the stochastic space for low-regularity problems and long-time integra-
tion. This modification of gPC was first proposed by Wan and Karniadakis [12]
as multi-element generalised polynomial chaos (ME-gPC), which yields approx-
imate local statistics for uniformly distributed variables. The formulation was
then extended to deal with stochastic inputs with arbitrary probability mea-
sures [13]. Non-intrusive multi-element surrogate modelling was later described
by Foo et al. [5]. This approach performs the probabilistic stochastic collocation
in a decomposed random space. In this article, we apply the same logic as in the
multi-element probabilistic collocation method (ME-PCM), but instead of using
a Lagrangian interpolant to obtain the surrogate, we perform a pseudo-spectral
(discrete) projection [15].

Let (Ω,F , µ) be a probability space, where Ω is the sample space, F is the
σ-algebra of subsets of Ω, and µ is a probability measure. Given an uncertain
Rd-valued input, ξ = (ξ1, . . . , ξd), gPC seeks a representation of a quantity of
interest (QoI), Y (ω) ∈ L2(Ω,F , µ), as a sum of weighted polynomials:

Y (ω) =

∞∑
k=0

ykΨk (ξ(ω)) , (1)

where ω is a random event, the basis functions Ψk (ξ(ω)) are orthogonal with
respect to µ and {yk}∞k=0 is a set of expansion coefficients. The list of polynomials
whose weights are associated with a particular random variable can be found
in [16]. The representation in Eq. 1, including the series truncated at Np + 1
elements, enables the calculation of the stochastic moments, i.e. expected value,
E, and variance, V, in terms of polynomial coefficients:

E [Y ] 〈Ψ0Y 〉 = y0, V [Y ] = E
[
|Y − E [Y ] |2

]
=

Np∑
k=0

y2k
〈
Ψ2
k

〉
, (2)

where 〈.〉 denotes the inner product; number of terms Np + 1 = (p+d)!
p!d! depends

on p and d representing polynomial order and stochastic dimension, respectively.
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In the intrusive gPC approach, the polynomial expansion of QoI is introduced
in the solver, resulting in a coupled system of equations which is often non-
trivial to derive. On the other hand, stochastic collocation methodologies treat
the simulator as a black box and only use the simulation outputs to estimate the
polynomial coefficients. Therefore, the sampling methods are attractive if the
UQ study has to be performed with large, complex codes and workflows which
are not amenable to changes.

Non-intrusive algorithms comprise the following steps: (1) choose a set of
inputs, (2) run the deterministic code for each value, and (3) using the set
of solutions construct the expansion of summed polynomials, either through
interpolation or discrete projection. The approach is independent of the solver,
and executions of the simulator can be made concurrently. In the NISP approach,
a surrogate model Ỹ is constructed using the realisations of Y :

Ỹ =

Np∑
k=0

ỹkΨk ≈ Y, (3)

where ỹk = 1
〈Ψ2
k〉
∑Q
q=1 y

(
ξ(q)
)
Ψk
(
ξ(q)
)
w(q) and

(
ξ(q), w(q)

)
are the prescribed

quadrature nodes and their corresponding weights.
In the multi-element variant of stochastic collocation, the parametric space

is discretised into Ne non-overlapping subsets
{
Bj
}Ne
j=1

. For each element, the

set of collocation points (quadrature nodes) is prescribed and local surrogates
are estimated. Over each element Bj , a change of variable is applied in order
to have a mapping on [−1, 1]. Construction of orthogonal polynomials for ar-
bitrary PDFs can be performed with a three-term recurrence relation. After
the global approximant is reconstructed from multiple models, the approximate
global stochastic moments can be assembled from the local statistics with the
Bayes’ formula [5]. In [13] and [5], the level of stochastic discretisation is decided
adaptively by assessing the contribution of the highest polynomial terms to total
variance.

3 Existing infrastructure for workflow-based UQ studies

UQ models are typically designed disconnected from the management of the
compute infrastructure (execution engine). On the UQ model side, DAKOTA
is arguably one of the most popular frameworks, it comprises a vast range of
UQ models that it exposes through textual specification with its own syntax or
through a C++ application programming interface (API). OpenTURNS is an-
other popular framework that exposes many UQ models through a Python API.
None of these frameworks offer a way to easily specify infrastructure-related re-
quirements unless the user explicitly integrates them in his/her workflow specifi-
cation. There are some other projects, e.g. Sandia Analysis Workbench (SAW) [6]
for DAKOTA and Salome [4] for OpenTURNS, that provide wrappers that en-
able some of this integration.
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On the compute infrastructure side, there are many execution engines that
support the execution of workflows, some of them comprise the architecture pro-
posed in [17]. These execution engines can be more cloud-oriented (e.g. ICP [9]),
others more traditional batch-job oriented (e.g. CWLEXEC [3] with LSF) [8],
and others somewhere in between (e.g. Flux [1]).

Approaches to represent workflows based on programatic languages have also
been proposed in [14] (XML formats) and [2] (Python). Both focus on decorating
the data types so that the execution engine can optimise data management.

A characteristic of these works is that they all consider that the logic to
perform UQ (or other kind of parametric studies) will have to be appended to
the baseline workflow, making it more complex.

4 Abstraction for UQ studies specification

In this section, we propose an abstraction to allow users to easily specify a work-
flow and identify where quantities of interest for a UQ study are produced and
execute all the required logic on a distributed HPC system seamlessly, with mini-
mum user intervention. The scientific/modelling workflow is the central element,
the UQ study is built/derived from it.

4.1 A UQ case study

Ring 1 Ring 2 Ring 3 Ring 4 Ring 5

Flow
 direction

(a) Sketch of ring locations. Rings are
located at x/D ≈ 1.5, 3, 4.5, 6 and 7.5
for rings 1 to 5 respectively, and have
radius 0.525D (i.e. in the middle of the
wall).

(b) Temperature distribution in a u-
shaped bend at non-dimensionalised
time t̃ = 40 for Fr ≈ 0.621.

Fig. 1: U-shaped bend geometry and simulation result sample.

We motivate the discussion of the proposed abstraction with a UQ case study
around the thermal properties of a flow in a u-shaped bend. We aim to estimate
the temperature distribution in a pipe as a function of the Froude number to
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gain better understanding of stratified flow development. We measure the wall
temperature at rings shown in Fig. 1a.

The Reynolds-averaged Navier Stokes (RANS) in our target simulation is
based upon that of Viollet [11]. The thermal and material properties of the
system are determined from the following dimensionless groups:

– Reynolds number: Re = 10000, based on pipe diameter, D.

– Reduced Froude number: Fr ≡ U√
g δρρ D

= 0.67± 40%.

– Peclet number: Pe ≡ UD
α = 6× 104.

where U , g, ρ and α are the bulk velocity, gravitational acceleration, fluid density,
and thermal diffusivity respectively.

The flow is fully developed at the inlet, and is allowed to reach a (statistically)
steady isothermal state before commencing the thermal transient. A hot shock
is introduced at the inlet at time t0, and increases linearly until time t1 where
it remains at the maximum temperature. The duration of the ramp is t1 =
t0 + 7.5U/D. The ratio of thermal diffusivities is based on water flowing within
a steel pipe, i.e. αsolid/αfluid = 144.8.

The surrogates are built at non-dimensionalised t̃ ≡ Ut/D = 40; at this time
a stable stratification occurs as shown in Fig. 1b. We aim to show the benefit of
using a multi-element variant of NISP to build an accurate input-output repre-
sentation relationship. At first, we approach the problem with a standard NISP
method. We discuss the strengths of the method and identify its limitations
which can be addressed with local polynomial bases. We estimate the stochas-
tic response using global orthogonal bases. As the function of the simulator is
unknown, the convergence is analysed based on results from consecutive poly-
nomial resolutions. The approximation error of expected value E obtained with
p-th polynomial order is defined here as |Ep − Ep−1|/|Ep−1|, where |.| denotes
L2 norm.

In this study, we treat the Froude number Fr(ξ) to be a random variable,
where ξ has a uniform distribution Fr ∼ U(0.402, 0.938). Both NISP approaches
use Gaussian quadrature approximation as it is an optimal choice for problems
with a small stochastic dimension. However, if a single simulation execution is
expensive, nested quadratures may reduce the computational effort. In the multi-
element variant of NISP, we perform the discretisation purely based on the value
of the last term of the polynomial expansion with respect to the first coefficient.
If the ratio is larger than a prescribed threshold, then the term has a significant
influence and the random space should be divided.

4.2 Workflow abstraction for UQ

Fig. 2a shows how a workflow underlying the UQ study specified in 4.1 would
look like. In the following, we propose a set of directions to abstract the way
users can specify a UQ study based on a given workflow.
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Hard dependency Stream dependency

Model
data

Adaptor Application

Mesh 
generation

Change 
mesh 
format

Compile 
model Visualisation

Coupling

UQ Model 
selection

Query which parameters to use.
Which distributions?

Query which quantity of 
interest should we target.

Fluid 
simulation

Solid 
simulation

Post 
processing

(a) Workflow specification. Hard and stream connector denote dependencies between
applications and data.

Application interface

Tuned/expanded application
(image)

Base 
application

(base image)
Input

Streaming 
ports

Listening
ports

Output
streaming

ports

File 
system 
binds

Application 
parameter 1

Application 
parameter n

Quantity of 
interest 1

Application 
data 1

Application 
data m

Quantity of 
interest p

working 
directory

Output 
data 1

Output 
data k

Other inputs 
needed for 
execution

(b) Application specification.

Fig. 2: Abstraction used to define the workflow.

The data Data can have a myriad of different formats depending on the
tool/domain. If data needs to be filtered the user needs to specify an adap-
tor, see below. Connection to external data repositories can also be specified,
either by valid URLs that can be used directly by applications, or by adaptors
that access that data and mirror to a file system. Data persistence/replication
can be controlled and minimised by using hashing techniques similar to what
exists already today in modern data repositories, e.g. Git or DockerHub.

The application At the heart of every workflow is the application. Like the
data, applications can be very diverse and require a specific environment to exe-
cute correctly. This environment can also depend on other applications. This kind
of hierarchic dependence of applications is addressed by several cloud technolo-
gies through containerisation with Docker [7] being arguably the most popular.
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Therefore, here we assume that the application is defined through means of an
image whose instances can be deployed as a container.

Similar to what happens today to containers, the description of the appli-
cation will have to be decorated with information of exposed ports that can be
used to stream in/out data without going through a file system - see Fig. 2b. Ap-
plication parameters and generated quantities of interest can be exposed in the
same way. This allows parametrisation to be easily hooked up with non-intrusive
UQ studies.

Applications can also be visualisation tools. We consider the user owned
workstation to be a possible resource to be used during deployment for which
a matching client application exists. This could leverage local graphics for ren-
dering a stream of data or deploy a client in the workstation connected with a
remote server that can render visualisation frames locally (in-situ visualisation).

Adaptors Adaptors are just like applications, except that they are meant to
change data so that it can be adapted to work on an application downstream
in the workflow. The assumption on the adaptors is that they are lightweight
and can be replayed safely. They can be used to perform simple tasks like seri-
alisation/deserialisation of data or to generate plots. Adaptors are designed to
address a problem that limits the adoption of workflow design tools, which is the
tweaking of an application for a slightly different format of data, or set of inputs.
They make the components of the workflows more modular and therefore more
reusable.

UQ specification UQ can be seen as a more sophisticated form of parame-
terisation study. As discussed above, applications and adaptors are configured
to expose parts of the internal environment as parametrised entries. For a given
workflow, one can potentially perform a UQ study on a connected subset of
workflow components selected by the user. The infrastructure can detect the
inputs and quantities of interests from the applications/adaptors in that subset.
For that, it only has to evaluate the connections to other components that are
not part of that subset (UQ model selection area in Figure 2a). This can be done
automatically based on the application/adaptor specification. The user only has
to select the type of UQ model. Once the set of components and UQ model
is known, the user is notified of which parameters and quantities were identi-
fied. Then, he/she can select which should be targeted, and which distributions
should be used. This makes it almost trivial to incorporate a UQ study as part
of the design of the workflow.

This approach has the property of being suitable for nesting, i.e. one can
make UQ studies within UQ studies, by selecting subsets. The infrastructure
would repeat the process above as needed.
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5 Results

We executed the workflows based on the abstraction proposed in the Section 4
using the standard NISP approach. Initially the UQ study is performed on the
temperature distribution in ring 2 as shown in Figure 1a.

As shown in Fig. 3a and Fig. 3b, for given threshold values, we reach statisti-
cal convergence above p = 10. For the sake of the study, we validate the surrogate
with p = 13 (which was obtained with p+ 1 = 14 runs) against a large number
of simulation results. Figure 4 shows that the polynomial expansion reproduces
well the mean temperature in the second ring for varying Froude numbers.

2 4 6 8 10 12
Order, p

10-2

|E
p
−
E
p
−

1
|/
|E

p
−

1
|

(a) Convergence of mean.

2 4 6 8 10 12
Order, p

10-2

10-1

|S
D
p
−
S
D
p
−

1
|/
|S
D
p
−

1
|

(b) Error in SD.

Fig. 3: Error in expected value and standard deviation of temperature. Statistics
were obtained from surrogate models built with increasing polynomial order.

The resulting mean temperature distribution and standard deviation are plot-
ted in Fig. 5a. Such representation of results suggests that each value of tem-
perature within the uncertainty range is equally probable to occur. However,
the PDFs of the simulation outputs in Fig. 5b give an interesting insight – the
distribution of QoIs is bimodal in nature, i.e. extreme values of temperature are
more likely to occur. This observation highlights misinterpretation of the system
response in finite order statistics and stresses the need for performing the UQ
analysis. If classical Monte Carlo approach was used, at least an order of mag-
nitude more calculations would be required to obtain the same result as with
polynomial expansion.

For the approximation, a fairly large polynomial order is used. Surrogates
built with smaller number of quadrature nodes allow to accurately describe
stochastic moments. However, if the approximant is to be treated as a replace-
ment of high-fidelity simulation, then better representations might be needed.
More polynomial terms are retained due to the complexity of the functions that
describe input-output relationship. This is particularly visible when analysing
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Fig. 4: Mean temperature as a function of Froude number obtained from a sur-
rogate model with polynomial order p = 13. Black line with gray dots is a real
response of the system that is being approximated. Each circle denotes simula-
tion results. Red squares mark the outputs that were used to build the surrogate
(blue line).
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(a) Mean and standard deviation.
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Fig. 5: Statistics derived from the PC-based surrogate with p = 13.

the temperature sampled at the first ring. Although the convergence of the first
moments is reached, even for p = 15 the model does not return all of the simula-
tion points (see Fig. 6a). Using polynomials of higher degree does not improve the
fit, but rather leads to a behaviour similar to Runge phenomenon – oscillations
at the edges of an interval.

To circumvent this limitation, we define an analysis which uses piecewise low-
degree polynomial basis [12] and [5]. The random space refinement (increasing
number of elements Ne) is performed adaptively based on the behaviour of the
last polynomial coefficient. If its value with respect to the zeroth polynomial
term is larger than a prescribed threshold, then the random space is halved.
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We should stress here that changing between methods does not require mod-
ifications to the defined workflow. Instead, we only adjust the selection of the
UQ model to use. This highlights the benefits of using an abstraction for the
parametric study and improved modelling.

Figures 6b and 6c showcase the improvement in surrogate modelling when
using piece-wise smooth polynomials. By adaptively dividing the random space
into sections and constructing partial model response functions, we can obtain
a better approximation as with global basis. The individual polynomial order
of each surrogate was kept low, p = 3. Therefore, a better model approxima-
tion can be achieved with discretisation (Ne > 1) at comparable computational

cost of a global surrogate. The mean of relative errors, δ = 1
N

∑N
n=1 |Y (Frn)−

Ỹ (Frn)|/|Y (Frn)| for the partial surrogates was δ = 0.0018 and δ = 0.0011 for
Ne = 4 and Ne = 5, respectively, while the error of the global approximant with
16 simulation runs was δ = 0.0053.
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(a) Global surrogate.
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(b) Surrogate built with Ne = 4.
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(c) Surrogate with Ne = 5.

Fig. 6: Comparison between a surrogate for the 1st ring’s temperature con-
structed with a global basis and a set of locally supported polynomials. In (b)
the same number of points was used as for the solution shown in (a). The global
surrogate with the same number of points as Ne = 5 would have 3× higher error.
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6 Conclusions

We have shown that the knowledge extracted from the modelled system can
be maximised by using surrogate-based UQ analysis, allowing the prediction of
the influence of varying conditions on QoI. This can be done without changing
existing simulation codes, and at much smaller cost than using a brute-force
approach.

We have applied a non-intrusive polynomial-based approach to model para-
metric uncertainty associated with conjugate heat transfer modelling. The study
of response functions shows that in this case piece-wise polynomials are better
suited for constructing accurate surrogates.

The analysis is facilitated by the introduction of an abstraction that com-
prises a way to specify the scientific application along with high-throughput
workflow. The solution derives the necessary details for the UQ study from the
existing application specification. The paper has highlighted the need for flexi-
bility allowing modellers to transparently deploy their workflows in a dynamic
fashion.
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