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Abstract. Law enforcement agencies and private security companies
work to prevent, detect and counteract any threat with the resources
they have, including alarms and video surveillance. Even so, there are
still terrorist attacks or shootings in schools in which armed people move
around a venue exercising violence and generating victims, showing the
limitations of current systems. For example, they force security agents to
monitor continuously all the images coming from the installed cameras,
and potential victims nearby are not aware of the danger until someone
triggers a general alarm, which also does not give them information on
what to do to protect themselves. In this article we present a project
that is being developed to apply the latest technologies in early threat
detection and optimal response. The system is based on the automatic
processing of video surveillance images to detect weapons and a mobile
app that serves both for detection through the analysis of mobile device
sensors, and to send users personalised and dynamic indications. The ob-
jective is to react in the shortest possible time and minimise the damage
suffered.
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1 Introduction

Every city in the world suffers events of diverse nature that endanger the life
of its citizens. Security specialists protect public and private institutions with
professionalism, but the great diversity of possible events and the size and struc-
ture of the area to monitor make it very difficult to prevent them, and above all,
to plan an optimal response for each threat. Unfortunately, the current global
alert situation due to the proliferation of terrorist acts, directly oriented towards
citizenship, has only emphasised the need to evolve current security systems to
deal with threats in the best possible way.

The project presented in this paper, called VICTORY, aims to provide a next-
generation security system, more intelligent, agile and effective, that significantly
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improves the reaction time and the response to a threat in a predefined area
(for example a building) which we will call ‘security zone’. Therefore, the main
objectives of the system are twofold:

1. Global solution to detect, analyse and classify security threats using new
technologies and generating progress in the state of the art, complementing
and improving current solutions.

2. Provide quick and personalised information to potential victims within the
security zone, as well as to security personnel to facilitate an optimised
management of the threat.

Fig. 1: System components

For this purpose, the design of the system has been divided into several
components as can be seen in Figure 1:

– A computer vision subsystem that automatically analyses the images cap-
tured by the security cameras installed in the security zone using Deep Learn-
ing techniques. The analysis contemplates two different and complementary
approaches that will provide robustness to the system. On the one hand, the
generation of detectors specific to relevant patterns (such as different types
of weapons), and on the other hand the use of autoencoders that alert when
anomalous patterns deviate from the usual scenes captured by the cameras.

– An efficient crowdsensing subsystem with indoor positioning for the recog-
nition of falls and/or stampedes among other relevant physical activities of
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the occupants of the security zone using the inertial units of smartphones
and machine learning techniques. These events allow detecting anomalous
situations and generate specific indications to the potential victims.

– An integration framework that analyses the indications that are received
from the vision and crowdsensing systems, and processes them to establish
levels of priority, probability percentages and actions to be carried out. The
results will be shown to the users according to their role:

• Security agents: a central console shall be provided with all information
relating to the indications received, giving the possibility of confirming
the threat or discarding it and offering a list of possible actions to be
taken in response. The main objective in this case will be to optimise
the precision in all the components involved so that the system is of the
maximum utility for the security personnel.

• All other users in the security zone: they will receive indications to follow
through a mobile application (for example an escape route or a recom-
mendation to lock the door and hide) based on their position relative
to the threat, the nature of the threat and the user profile (e.g. reduced
mobility). This functionality flows from the integration framework to the
crowdsensing subsystem communicating with individual devices and the
biggest challenge will be to achieve a method capable of adapting and
reacting quickly in a changing scenario considering a large number of
parameters.

The place where the system is being tested is the School of Computer En-
gineering at the University of Seville, Spain. The building takes up more than
9500 m2 and can be seen in Figure 2. It has a closed circuit television (CCTV)
composed by more than 50 cameras where five of them have been shared with
the research team. It also has a infrastructure of WiFi with more than 400 access
points.

Fig. 2: School of Computer Engineering building
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In the next sections we will show the approaches that are being studied to
implement these components, specifically the vision subsystem in Section 2 and
the crowdsensing subsystem in Section 3, on which work is already underway.
Finally, we draw our conclusions in Section 4.

2 Computer vision-based weapon detection

2.1 Object detection

From the International Joint Conference on Neural Networks in 2011 where ID-
SIA team [6] won the German traffic sign recognition benchmark and ImageNet
Large Scale Visual Recognition Challenge 2012 where AlexNet won [14], object
detection is evolved by leaps and bounds. Competitions such as Imagenet [21]
or COCO [17] have promoted these advances.

In video surveillance, the detection of dangerous objects as weapons has
been studied with the Deep Learning methodology, but only very recently. In
[19], Faster-RCNN was shown as the best detector in this task using a dataset
generated from violent movies, also giving a very low response time, 5 frames
per second.

Unfortunately, these images, normally foreground images of pistols and sev-
eral kind of guns, differ from fixed CCTV cameras that obtain a wide shot,
transforming the problem into a hardest one: small object detection.

2.2 Autoencoder

The development of a detection system is normally driven to achieve good de-
tection and false positive rates on a certain dataset. Ideally, training data would
contain representative instances from all possible application scenarios. In prac-
tice, obtaining such a huge amount of data is not feasible in terms of time and
resources. This problem forces data scientists to be cautious about overfitting
and poor generalization when training new models [27]. Some techniques such as
dataset partitioning, L1 and L2 regularizations or early stopping are applied to
alleviate them [22]. However, misclassification of samples in new scenarios must
be addressed. Thus, it is conceivable that a weapon detector could be trained
using a dataset containing instances from all possible weapons that provides ac-
curate detections and a small number of false positives. Then, when put into a
surveillance system in a real scenario the result is generally an unbearable rate of
false alarms [23]. This means that the system will almost certainly be switched
off, specially in cases where the incidence of the event of interest is very low. In
this context we propose to add an additional step that models and filters the
typical false alarms of the new scenario while maintaining the ability to detect
the objects it was trained for (Fig. 3).

In the first step of the process, the detector runs in the new scenario over a
period of time, saving all the detections. Those detections, that with high proba-
bility will be false positives, are then used to train an autoencoder. Autoencoder
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Fig. 3: Autoencoder training phase

networks learn how to compress input data into a short code and then recon-
struct that code into something as close as possible to its original input and
are commonly used for anomaly detection [10]. In this case the autoencoder is
trained to model one class: the typical false positives of the new scenario. Finally,
it is applied to reconstruct images from a test dataset that contains also instances
from the searched objects. If the reconstruction error is compared between both
classes, it is lower for the class used to train the autoencoder and thus, a thresh-
old could be established to separate them. Figure 4 illustrates this difference by
computing the reconstruction error as the mean squared error (MSE).

We have applied the proposed methodology with a handgun detector. A
previously available detector has been used for this purpose [1]. For the dataset
we downloaded 4 videos from YouTube where people appear testing handguns in
the countryside. In this scenario most false positives of the detector are caused
by the trees in the background (Fig. 5). Three of the videos were used to train
and adjust the threshold of the autoencoder, following a 3-fold cross-validation
approach. The remaining video was used only for testing both the detector and
the detector+autoencoder configurations.

The experimental results show an improvement in the false positive rate at
roughly the same detection rates (Fig. 6). To obtain the detector+autoencoder
ROC curve the detector operational point is fixed (at the optimal threshold
selected during training) and the autoencoder threshold is made to vary from
the lowest to the highest value.

3 Crowdsensing and action policy

Mobile crowdsensing consists in the extraction and sharing of data coming from
mobile device sensors carried by a group of users. The information can be anal-
ysed from all sources and draw conclusions about a common interest. Crowd-
sensing has been used in various security-related scenarios. We can highlight the
systems for detecting incidents related to traffic [20], as well as natural disasters
such as fires [18] or earthquakes [8]. Generally, an analysis is made of mes-
sages published in various social networks that allows monitoring of a specific
emergency event [26], thereby making use of “social media” as a crowdsourc-
ing mechanism [25] for the contribution and dissemination of information on
the effects of the emergency on the population. There are also studies based
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(a) (b)

(c)

Fig. 4: Reconstruction error comparison. The more the data differs from the
training set the higher the error is. (a) Autoencoder training data from the
function y = 1 + 0.05x + sin(x)/x + 0.2 ∗ r where r is a normally distributed
random number. (b) Reconstructed data from y = 1 + 0.05x+ sin(x)/x+ 0.3 ∗ r
with MSE = 0.533. (c) Reconstructed data from y = 1+0.05x+sin(x)/x+0.8∗r
with MSE = 1.099.

on crowdsensing, using sensors from mobile devices such as GPS [5] to develop
organizational strategies that avoid crowding and the risk of incidents. Indoors,
localisation from WiFi footprint [11] or Bluetooth [4] is also used. For the detec-
tion of physical activities of individuals [15], inertial sensors are used, where the
accelerometer is the most used device because of its low energy consumption.
In this context, thanks to the use of data from inertial sensors and through the
application of different classification algorithms, it is possible to recognize the
physical activity that the user is doing at each moment. In the field of security,
there are systems [2] capable of recognizing the steps and length of the user’s
stride to design an efficient evacuation system. Falls and other daily live activi-
ties [9] are other events that have been studied in depth based on accelerometers
[7]. However, the vast majority of these works focus on the detection of falls in a
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(a) (b)

Fig. 5: Sample frame from one of the videos used and a typical false positive in
this scenario (enlarged).

context of Ambient Assisted Living [3], and there are no systems evaluated for
the detection of falls in emergency contexts.

3.1 Indoor positioning and activity recognition

As previously commented, one of the objectives of this work is to obtain the
location of the different users of the system inside the building. This functionality
allows to determine, in case of a threat, the exact position of the users and to
propose, if so required, an escape route adapted according to its location and
the characteristics of the route.

There exist several commercial solutions that require a high initial investment
in infrastructure but due to the more than 400 WiFi access points (APs) allo-
cated within the building a fingerprint method based on [13] has been developed.
A fingerprint is composed of several access points, identified by its MAC address
and the received signal strength (RSS) value observed by a mobile phone.

To train the system hundreds of fingerprints have been collected in the middle
of corridors every 2 meters and in several parts of each classroom.

To test the indoor positioning system an Android app has been developed,
as it can be seen in Figure 7. The app obtains fingerprints every 30 seconds and
compares them with the training set using overlapping of APs and the corre-
lation with their RSS. Results show that the mean average error is 9.1 meters.
The accuracy can be improved using other methods such as dead reckoning or in-
cluding deep learning but the system must be used by hundreds of students and
lecturers in the building so a trade-off between accuracy and battery has been ob-
tained simplifying the positioning technique and including some improvements:
the accelerometer is used to detect steps, when no steps are detected during 3
minutes, the app stops the fingerprint gathering up to the next step, minimizing
the battery draining.

Another important feature from the app is the use of the accelerometer to
detect falls and run activities (stampedes). A simple approach is used to detect
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Fig. 6: ROC curves. The autoencoder shows a reduction of 8% in the number
of false positives while maintaining the detection rate of the selected detector
operational point.

them using acceleration thresholds. Although false positives occur, crowdsensing
here is primary to filter them: when two or more users are experimenting one
of these activities in close locations, an emergency event is transmitted to the
security personnel and they can check the CCTV and the location of all the
application users to confirm or rebut the alarm. Isolated events can normally
be avoided if there are people close to the event but nothing changes in their
behaviour.

3.2 Risk Analysis and Security Policies

In order to provide adequate responses to the users (members of the security
team and regular users of the monitored area) it is necessary to carry out a
previous risk analysis of the recognized event as well as a study of the structural
characteristics of the area.

In relation to the response that must be provided to the security team, previ-
ous sections have shown how the solutions designed must reduce the number of
false positives in order to maximize user confidence in the alarms generated. A
correct implementation of this type of solutions involves working collaboratively
with the control centers, since a filtering process is required that highlights the
events detected by the sub-systems and that must be evaluated by the security
personnel to decide on the suitability of activate the response protocols.
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Fig. 7: User interface for Victory App

To avoid unnecessary moments of confusion and panic, only when an alarm
has been recognised as a real hazard should some action be taken to inform and
guide the other users in the area. To this end, the project proposes channels of
communication in addition to the standards (loudspeaker systems and light sig-
nals). Specifically, the developed mobile application allows to send personalized
information in real time in order to guide users on the safest actions during the
valuable initial minutes of the hazard situation.

Taking into account the risk analysis of the area (prior to the implementation
of the system and that only needs to be updated when structural changes occur
in the topology of the area), and the features of the detected threat, the platform
will inform the user about the main actions to be carried out considering their
current position within the area and personal traits. Thus, the main actions that
the platform will suggest, depending on the classification of the threat, are:

– Evacuation Route: on a map of the area, indications to follow a safe route
to a nearby exit.

– Assurance Tips: actions that increase the user security during the first few
minutes of the threat (for example, which accessible area is safe and what
procedures to perform to maintain and improve the security).

– Collective Behaviour Tips: basic rules to increase the safety environment of
other users in the area.

The main problem we encounter both in the risk assessment process and the
generation of security protocols is the high dependence of these on the partic-
ular parameters of the area under control and the complexity of modelling and
predicting human behaviour under panic situations. Although in the literature
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we can find some work about similar topics, most of the studies focus on the
interactions between humans and their surroundings during evacuation in gen-
eral emergencies [12], but there are very few studies about other threats (such as
violent assaults, including terrorist attacks with planning) [24]. If it is normally
hard to model the reaction of a group under a panic situation when the focus
of danger is clear and inert, it is even harder when the focus requires additional
modelling due to human causes [16].

As a first approach to this problem, we have decided to use multi-agent mod-
elling that allows to parameterize in an open and independent way the possible
dangerous conditions (fire, attack of mobile agents with weapons, bombs, at-
tack in group, etc.) and a collection of diverse users that have to react to the
detected threat. We aim to provide an experimental platform on which to test
various response strategies and measure their effectiveness under a controlled
environment.

Fig. 8: Hazard Simulation environment.

4 Conclusions

We have introduced the VICTORY security system, which seeks to improve
current security systems by providing better reaction time and the ability to
generate an optimal response through automation and the use of mobile devices
to help potential victims.

The system is mainly divided into a computer vision component and a crowd-
sensing component, joined by an integration framework that aggregates all the
information and generates the response. The vision component uses deep learn-
ing techniques to detect threats such as firearms or knives automatically. The
crowdsensing component analyses the data from the sensors of the mobile de-
vices of the users who are in the security zone, detecting falls, stampedes or
other signs of violence. These devices also provide users with personalised and
dynamic guidance to help keep them safe.
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The VICTORY system is still an ongoing project in which there is still a
long way to go, but we are confident that the application of new technological
advances to security systems can in the near future significantly reduce the
damage caused by violent events that occur periodically worldwide.
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