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Abstract. Traffic congestion seriously affect citizens’ life quality. Many re-
searchers have paid much attention to the task of short-term traffic congestion
forecasting. However, the performance of the traditional traffic congestion fore-
casting approaches is not satisfactory. Moreover, most neural network models
cannot capture the features at different moments effectively. In this paper, we
propose an Attention-based long short-term memory (LSTM) recurrent neural
network. We evaluate the prediction architecture on a real-time traffic data from
Gray-Chicago-Milwaukee (GCM) Transportation Corridor in Chicagoland. The
experimental results demonstrate that our method outperforms the baselines for
the task of congestion prediction.
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1 Introduction

As the population grows and the mobility increase in cities, traffic has received
important concern from citizens and urban planners. Traffic congestion is one of the
major problems to be solved in traffic management. For this reason, traffic con-
gestion prediction has become a crucial issue in many intelligent transport systems
(ITS) applications [1]. Short-Term traffic forecasting have beneficial impact that
could increase the effectiveness of modern transportation systems. Therefore, in the
past decade, many research activities have been conducted in predicting traffic con-
gestion.

To get better prediction effect, more and more studies use real-time data, which is
collected via different devices such as loop detectors, fixed position traffic sensors, or
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GPS. Compared with loop detectors, fixed position traffic sensors are more cost-
effective and equally reliable [2]. Therefore, we use real-time data collected by these
sensors to forecast the traffic congestion in our research.

The existing traffic prediction methods can be classified into two groups [3], par-
ametric approach and nonparametric approach. The parametric models are predeter-
mined by some specific theoretical assumptions, such as logistic regression whose
parameters can be computed from empirical data. As a commonly used parametric
time series method, autoregressive integrated moving average (ARIMA) [4] is suita-
ble for Short-Term traffic congestion prediction. Due to its non-linear complexity
characteristic of traffic flow, many researchers tried to employ non-parametric meth-
od for prediction. For example, Support Vector Machine (SVM) and Support Vector
Regression (SVR) [5] are considered as efficient algorithms. K-nearest neigh-
bors(KNN) [6] is also applied to finding common features in traffic data.

In recent years, as deep learning receiving extensive attention, many neural net-
work-based (NN-based) methods have been proposed. Since the deep learning method
has flexible model structure and strong learning ability, it could provide automatic
representation learning from high-dimensional data. Huang et al. [7] used Deep Belief
Network (DBN) and Lv et al. [8] proposed stacked autoencoder (SAE) method. On
this basis, Chen et al. [9] attempted stacked de-noising autoencoder. Due to the dy-
namic time-serial nature of traffic flow, Recurrent Neural Networks (RNN) that has a
chain-like structure may well deal with this sequence data. However, RNN may have
the vanishing or blowing up gradient problems during the back-propagation process.
In order to overcome this issue, Tian et al. [10] used long short-term memory recur-
rent neural network (LSTM), which is a type of RNN with gated structure to learn
long-term dependencies and automatically determines the time lags. Other researchers
have also made some corresponding improvements, like BDLSTM[11], DBLSTM
[12]. et. But the current LSTM models are insensitive to time-aware traffic data,
which cannot distinguish the importance of different traffic states at different mo-
ments.

In order to deal with the issue and improve traffic congestion prediction accuracy,
in this paper, we propose a model called Attention-based Long Short-Term Memory
Recurrent Neural Network, which can capture the features of different moments more
effectively. We evaluated the performance of our proposed Attention-based LSTM
model with other basic traffic prediction algorithms. In the experiment, our method is
clearly superior to the baselines. The remainder of this paper is organized as follows.
Section 2 presents our proposed attention-based LSTM model for traffic congestion
predic-tion in detail. Experiments design and results analysis are given in Section 3.
Finally, we conclude our work in Section 4.

2 Methodology

To capture the features of traffic flow and take full advantage of time-aware flow
data, we propose an Attention-based LSTM method. In Section 2.1, we will present
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the Attention-based LSTM model. In Section 2.2, the traffic congestion prediction
architecture will be explained in detail.

2.1  Attention-based LSTM model

211 LSTM

Long short-term memory (LSTM) [13] is an effective approach to predict traffic
congestion by capturing dependency features. It solves the vanishing gradient prob-
lem based on the gate mechanism. The structure is composed of input layer, output
layer and recurrent hidden layer that has artificial designed memory cell. This cell can
remove and keep the information of the cell state, which consists of three gates, in-
cluding the input gate, the output gate and the forget gate. The architecture of the
LSTM is illustrate in Fig 1.
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Fig. 1. The architecture of LSTM

In this model, the following equations explain the process and the notations as fol-
low:

i =0(ijt +Uh, +b) 1)
f=o(W,x +Uh  +b;) )
0, =o(W,x, +Uh_ +b,) 3)
g, :tanh(ngt +Ught_1+bg) 4)
c=foc,+f0Og, (5)
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ht =0,0 tanh(ct—1) (6)

Table 1. Notations for LSTM model

Notation Definition

h, hidden state

C, memory cell

X, the input historical traffic flow

it input gate

ft forget gate

0, output gate

g, the extracted feature
W. /U, weight matrices

b, bias vectors

O] element-wise multiplication

2.1.2  Attention mechanism

The attention mechanism in the neural networks imitates the attention of the hu-
man brain. It was proposed in the field of image recognition originally [14]. When
people observe images, they often focus on some important information of the image
selectively. Recently, many researchers applied the attention mechanism to natural
language processing (NLP) [15][16], because the conventional neural networks as-
sume the weight of each word in the input is equal. Thus, they fail to distinguish the
importance of different words. Therefore, attention mechanism is added to the basic
model to calculate the correlation between the input and output.

Similar to natural language, traffic flow data is sequence data too. The importance
of different traffic states in the flow data is not the same either. Nevertheless, since
the existing methods did not solve the problem well yet, we propose an attention-
based LSTM maodel.

2.1.3  Attention-based LSTM

As shown in Fig 2, the structure of Attention-based LSTM can be divided into
four layers: the input layer, LSTM layer, the attention mechanism layer, and the out-
put layer.
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Fig. 2. The structure of the Attention-based LSTM

Attention mechanism layer [17] can highlight the importance of a particular traffic
state to the entire traffic flow and consider more contextual association.

The state importance vector U is calculated by Equation 8. The normalized state
weight * is obtained through the function (Equation 9). The aggregated of infor-

mation in the traffic flow V is the weighted sum of each h‘ with * as the correspond-
ing weights.

h, = LSTM (vec,) )
u, =tanh(Wh, +b) ®)
exp(u; a) o)

T3 exp(u )
v=>Yah (10)
t

Then the vector V is fed to the output layer to perform the final prediction.
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2.2 The Traffic Congestion Prediction Architecture
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Fig. 3. The traffic prediction architecture

As shown in Fig 3, the prediction architecture mainly consists of four parts: the
embedding layer, the LSTM, the attention mechanism layer and the prediction layer.
The input is a sequence{i(0), i(1), . . ., i(n - 1)} which represents the traffic flow data,
and each i(t) is a piece of data at a time interval encoded by one-hot representation.
After the embedding layer, the data is mapped into a same dimensional vector space.
Then, the LSTM network will process time-aware embedding vector and produce a
hidden sequence {h(0),h(1), , . . ., h(n-1)}. An attention mechanism is used to extract
traffic embedding features through the output attention probability matrix that is pro-
duced by the process in Section 2.1.3. Then, the prediction layer extracts mean values
of the sequence over time intervals and makes the features encoded into a classified
vector. Then it is fed into the logistic regression layer at the top of the prediction ar-
chitecture.

3 Performance Analysis

In this section, to evaluate the effectiveness of our proposed approach, we first in-
troduce our dataset and the experimental settings. Then we present the performances
evaluated by different metrics. Finally, we show the comparative results with some
baselines.

3.1 Datasets and Experiments settings

1) Dataset Description
In this study, the traffic data is collected by 855 fixed position sensors, located on
the highways and roads of Gary-Chicago-Milwaukee (GCM) (consisting of 16 urban-
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ized counties and covering 2500 miles). Each sensor collects the real-time traffic
stream every 5 minutes, which contains attributes like longitude, latitude, length, di-
rection, speed, volume, occupancy, congestion level, etc.

GCM highway system provides congestion levels on the different roads, which is

shown in Fig 4.
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Fig. 4. Gary-Chicago-Milwaukee (GCM) Corridor Transportation System

By analyzing the correlation matrix of attributes shown in Fig 5, dark colors rep-
resent high correlation between two attributes. We select attributes (speed, travel
time, volume) that are more correlated to the congestion level.
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Fig. 5. Correlation between attributes

2) Experimental settings

Our method is implemented in Keras framework. The embedding dimension is 10.
We take the traffic congestion values of the first 20 days as the training set, and the
next 5 days as the validation set for the purpose of tuning parameters. The number of
hidden units of LSTM is 64. We then use the stochastic gradient descent (SGD)
method with the RMSprop [18] is set at 0.001 to minimize the square errors between
our predictions and the actual congestion levels. Moreover, the mini-batch size is set
at 64.

To improve the generalization capability of our model and alleviate the overfitting
problem [19], we adopted the dropout method proposed in [20][21], which randomly
drops units (along with their connections) from the network. The dropout rate of the
output layer is set at 0.7.

3.2 Measures

To evaluate the effectiveness of the congestion prediction, we use two perfor-
mance metrics, Mean Absolute Percentage Error (MAPE) and the Root Mean Square
Error (RMSE), which are defined as:

f,—f,

MAPE(f, f)z—zn:T (11)
i=1 i

S|k
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T
)} (12)

is the real value of traffic congestion, and ~ is the predicted value.

RMSE ( f, f):[lzn:(

—>

Where f

3.3 Experimental Results and Discussion

We compare our proposed Attention-based LSTM with several methods in predict-
ing the short-term traffic congestion levels. We use the same dataset and measures to
ensure a fair comparison.

XGBOOST: extreme gradient boosting[22]

ARIMA: autoregressive integrated moving average

KNN: K-nearest neighbors[23]

LSTM: long short-term memory network

Table 2. Performance of different methods

method MAPE (%) RMSE
XGBOOST 10.34 67.25
ARIMA 9.13 61.86

KNN 8.96 59.32

LSTM 6.21 50.32
Attention-based LSTM 6.01 48.12

The congestion prediction performance of the five models is listed in Table 2.
Both MAPE and RMSE of attention-based LSTM are lowest among the prediction
models. Therefore, our proposed method is superior to the baselines.

Fig.6 presents the traffic congestion prediction vs. the observed congestion values
collected from the data of No.IL-54 in one day. It is evident that the prediction results
are satisfactory, and most of the fluctuations are captured by our Attention-based
LSTM. Table 3 shows some results of congestion prediction of some sensors at
12:00am when we set the size of time slot at 30 minutes. We can see the congestion
trends are almost the same (0 means normal, 1 means light, 2 means medium, 3
means heavy).
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Fig.6. Traffic congestion prediction vs. observation

Table 3.

Number of sensors 12:30 observation 12:30 prediction
No.IL-239 (1,1,1,1,1,1) (1,1,1,1,1,1)
No.IL-161 (3,3,3,3,3,3) (3,3,3,3,3,3)

No.WI-7022 (1,1,1,2,2,2) (1,1,1,1,2,2)
No.WI-9019 (2,3,3,3,3,3) (2,3,3,3,3,3)
No.WI-33018 (2,2,2,2,2,2) (2,2,2,2,2,2)

4 Conclusion

In this paper, we propose an Attention-based LSTM model to predict short-term
traffic congestion, which is able to capture more features at different moments and
take full advantage of the time-aware traffic data. In the experimental results, both the
MAPE and RMSE of our model are the lowest when compared with XGBOOST,
ARIMA, KNN, LSTM models in the real traffic data from Gray-Chicago-Milwaukee
(GCM) Transportation Corridor in Chicagoland. It is demonstrated that the proposed
method outperforms baselines significantly.
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