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Abstract. This paper presents a model and implementation of a multi-
agent system to support decisions to optimize a production process in
companies. Our goal is to choose the most desirable parameters of the
technological process using computer simulation, which will help to avoid
or reduce the number of much more expensive trial production processes,
using physical production lines. These identi�ed values of production pro-
cess parameters will be applied later in a real mass production. Decision-
making strategies are selected using di�erent machine learning techniques
that assist in obtaining products with the required parameters, taking
into account sets of historical data. The focus was primarily on the anal-
ysis of the quality of prediction of the obtained product parameters for
the di�erent algorithms used and di�erent sizes of historical data sets,
and therefore di�erent details of information, and secondly on the exam-
ination of the times necessary for building decision models for individual
algorithms and data�sets. The following algorithms were used: Multilayer
Perceptron, Bagging, RandomForest, M5P and Voting. The experiments
presented were carried out using data obtained for foundry processes.
The JADE platform and the Weka environment were used to implement
the multi�agent system.

Keywords: multi�agent systems · production planning · machine learn-
ing · casting production.

1 Introduction

E�ective decision making in the management of the production process in an
enterprise requires a proper selection of activities, some of which may present
a signi�cant complexity. Due to the high competitiveness within the industry
markets, it is important to reduce necessary costs when o�ering the �nal product
but to guarantee its required quality. During the production process, numerous
decisions are made at various levels of detail, which in addition can be carried
out either according to clearly justi�ed procedures or using practical knowledge
gained by previous experience and decision making taking into account the re-
sults of decisions which were made previously.
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Decision support systems are developed since 1970s. Their goal is to help
decision makers with use of models [13], data [12] and knowledge, based on AI
approach [3]. Classically, it is implemented as a part of an enterprise-wide appli-
cation like Enterprise Resource Planning (ERP). Along time, new technologies
that can be used for decision support appear, such as genetic algorithms, ma-
chine learning, data mining and big data. It is now possible and advantageous
to apply approaches such as Industry 4.0 [2, 19] or Internet of Things [10] in the
production process. Centralized approach becomes ine�cient in integrating het-
erogeneous data sources, many data processing techniques and decision making
methods. An approach especially designed for such a case is agent technology
[20]. It allows to cooperate with various elements, and to enrich the developed
systems with decentralized decision-making methods provided by multi-agent
systems approach, and decision-making techniques based on knowledge learned
by machine learning algorithms.

In this work, we deal with speci�c production assumptions in which not all
of the campaigns are fully automated. This often happens due to the earlier pur-
chase of components of production lines with limited functional ranges, whose
full automatic integration in the future would require very high costs. There-
fore, it is bene�cial to use a multi�agent approach and data mining methods for
a selection of basic decisions in certain selected fragments of the company pro-
duction process, assuming that certain periods of the process cannot be precisely
described and then analyze this information in order to draw speci�c conclusions
that after can be aggregated to develop appropriate policy strategies.

Our scienti�c contribution is to propose and verify a multi�agent model which
supports decision making during the production process and selection of di�erent
parameters crucial to the process. We focus on attempts to optimize activities
related to the organization and control of the production process in the foundry.
A simulator of such a system was prepared, which can predict the results of
decisions made during the casting preparation process. Its initial version and
preliminary results have been presented in [8]. The system has been expanded
and much more experimental research has been carried out based on real data
collected during the observation of the actual production process.

The paper is organized as follows. Section two contains a description of re-
lated research. In section three the model of our system is presented. In section
four we describe main agents, their responsibilities and how they might be rep-
resented using the presented model. In section four we present our data-sets and
results of our analyses. Section �ve concludes.

2 Related research

In this section we tackle following research �elds: application of multi�agent ap-
proaches to production systems, machine learning in production optimization
and decision support systems in production systems, and in foundries particu-
larly.
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2.1 Multi-agent approach in production systems

The multi-agent approach in production control processes is related to the as-
surance of decentralization of the decision-making process and the possibilities
of using algorithms of collective decision making. At the same time, method-
ologies speci�c to the multi-agent approach are being developed that can be
used to describe such systems. In [10] there is an analyses of various types of
cyber�physical systems, composed of closely connected physical and software
components. A classi�cation of such systems was proposed while focusing on the
advantages o�ered by a multi-agent approach in such systems: the autonomy,
the use of arti�cial intelligence techniques or the search for operation strategies
using agent simulations. The paper [19] is focused on the use of such important
mechanisms used in agent systems which are the decision-making processes that
are being developed and negotiations.

The paper [7] is focused on ensuring the ful�llment of requirements related to
real-time systems and the use of low-cost technologies. In [23] an expert system
based on agents using fuzzy calculation techniques is presented.

2.2 Machine learning in production optimization

One of the important areas in production is machine scheduling problem. In [6]
rule learning framework with creation of optimal solution is introduced. Support
vector machines (SVM) algorithm is applied in [5]. The goal is to solve resource
constraint scheduling problem. The main problem is labelling cost. It needs to be
done by experts which is time-consuming. Therefore approach more often being
used is based on reinforcement learning. In [14], reinforcement learning approach
is proposed for scheduling in online �ow-shop problem. Similar problem is solved
in [15] using supervised learning approach.

2.3 Decision�support systems in production systems in foundries

Taking into account the complexity of the decision-making process of produc-
tion control, a number of computer decision support systems have been created
to optimize these activities. In particular, various description models for such
systems have been developed.

In [26] management issues of foundry enterprises and especially production
management, are discussed. The authors propose several models such as: Single-
piece management model (based on casting life-cycle), Process management
model (based on task-driven technology), Duration monitoring model (based on
surplus period), and Business intelligence data analysis model (based on data
mining).

In [11] is presented a mathematical model based on the actual production
process of a foundry �ow shop. An improved genetic algorithm is proposed to
solve the problem.

In [9], another meta-heuristic optimization method, a particle swarm opti-
mization, is applied to �nd Pareto optimal solutions that minimize fuel con-
sumption.
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The paper [4] contains a model for ranking the suppliers for the industry using
the multi-criteria decision making tool, where two hierarchies are distinguished:
main criteria (price, quality, delivery and service are ranked based on the experts'
opinions) and sub criteria (identi�ed and ranked with respect to their associated
main criteria)

In [16], one can �nd a model for production planning for dynamic cellu-
lar manufacturing system. The robust optimization approach is developed with
deterministic non-linear mathematical model, which comprises cell formation,
inter-cell layout design, production planning, operator assignment, machine reli-
ability and alternative process routings, with the aim to minimize several param-
eters (machine breakdown cost, inter-intra cell part trip costs, machines reloca-
tion cost, inventory holding and backorder costs, operator's training and hiring
costs)

Di�erent particular production problems are solved using decision support
systems. The paper [17] describes an automatic assist to estimate a production
capacity in a casting company, In [25] there is a proposition of heat treatment
batch plan, which is very important to ensure the quality of casting products. A
charge plan for heat treatment is not a simple combination of di�erent castings,
castings with great di�erence in heat treatment process cannot be put into the
same furnace, otherwise, the quality of castings can be adversely a�ected. On
the other hand, furnace capacity and the delivery deadline of castings must be
considered to maximize the use of resources and guarantee delivery on time.
The charge plan for heat treatment is considered as a complex combinatorial
optimization problem.

In [24], the key technology of intelligent factory is reviewed, and a new �Data
+ Prediction + Decision Support� mode of operation analysis and decision sys-
tem based on data driven is applied in a die casting intelligent factory. Three
layers of a cyber-physical system are designed. In order to form e�ective deci-
sion support, pre-processes the manufacturing data and uses the data mining
technology to predict the key performance.

3 System model

Let us de�ne a multi-agent system for decision support with machine learning
and data mining as the following pair:

System = (E,A), (1)

where E is environment and A is a set of agents.

E = (P,C, I), (2)

where P is set of resources representing process parameters that are observed by
agents, C is a set controlled resources representing decisions about the process
that may be taken by the agents, I is a set resources representing intermediate
results calculated by agents. We de�ne R as the set of all resources: R = P∪C∪I.
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Every resource r ∈ R has corresponding domain Dr that contains a special
empty value ε. We assume that in the time stamp t the environment has speci�c
values assigned to the resources. It is represented by a value function ft : R 3
r → vr ∈ Dr. This function may be extended to assign values to set of resources.
To represent a set of possible values of resources X ⊂ R we write D(X).

Agent de�nition is a simpli�ed version of a learning agent proposed in [18].
The agent is the following tuple:

Ai = (Xi, Yi, Si, si, s
0
i , Acti, πi, Li, Ei,Ki, Coli). (3)

Xi represents observations of agent i, Xi ⊂ R, Yi represents variables calculated
by the agent i, Yi ⊂ C ∪ I, Si is a set of states, si ∈ Si is a current state
and s0i ∈ Si is the initialization state, Acti is a set of actions, πi is a strategy,
πi : D(Xi) × Si,→ Acti, Li is a possibly empty learning algorithm, that may
modify πi, Ei represents experience collected by the agent that can be used
by Li to learn the knowledge Ki. This knowledge can be used by πi to choose
appropriate action or during action execution. Coli = {(r,Aj) : r ∈ I, Aj ∈ A}
represents a set of agents that Ai can ask to calculate given resource.

The type of the learning algorithm Li depends on the application. For ex-
ample, reinforcement learning directly creates the strategy. The agent may also
apply supervised learning algorithm to learn a model that is used to choose the
best action (see [18]). In complex environments the agent could apply several
learning algorithms to create more than one model; however, we did not need it
in our experiments yet.

Relation between the agents is de�ned by a common use of resources. We say
that agent Ai depends on Aj if Yj ∩Xi 6= ∅. It means that Ai observes resources
calculated by Aj .

The behaviour of the agents is de�ned in Algorithm 1. After the initialization
(lines 1�3) there is a main loop in which the agent observes the environment,
processes communicates sent by other agents (see below) and updates its state
(taking into account these communicates). Next (lines 8�11), it decides if results
of the previous action or observed situation should be stored in the experience.
If yes, appropriate example is added to the Ei. Next, an action ai is chosen
according to the current strategy πi and it is executed (lines 12�13) using current
knowledge Ki. Finally, the learning algorithm is executed (lines 14�16). In case
of reinforcement learning, it may happen every turn. It results in update of
the Ki representing the Q table used by the πi to chose the action. In case of
supervised or unsupervised learning, a new model (or models), which is applied
in πi is relearned or the old one is incrementally updated. This is more time
consuming; therefore, it may be performed only occasionally (e.g. every 100
steps).
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1 t = 0;
2 Ei = Ki = ∅;
3 si = s0i ;
4 while agent Ai lives do
5 collect values of observations ft(Xi);
6 process communicates received;
7 update state si;
8 if previous action have given results that should be learned then
9 generate an example e;

10 store the example e in the experience Ei;

11 end
12 chose the action using current strategy ai = πi(ft(Xi), si);
13 execute action ai using Ki;
14 if it is time for learning then
15 update the knowledge Ki using Li(Ei);
16 end

17 end
Algorithm 1: Control algorithm of agent Ai

Two types of actions should be distinguished: ones that calculate resource
values represented by the set Actc and ones that are related to a social behaviour
Acts. If ai ∈ Actc then its execution calculates values of resources that are subset
of Yi from values of Xi. Knowledge Ki may be used during this calculation.

There should be at least three social actions: ASKFOR(r, j),YES,NO ⊂
Acts. The action ASKFOR(r, j) represents a request sent to the agent Aj , on
which Ai depends, to provide value of resource r. We assume that (r,Aj) ∈ Coli.
It is sent if the agent needs this value. The receiver may respond with answer
YES and calculate this value or with answer NO.

4 System realization

The implemented system uses multi�agent platform JADE [1] and machine learn-
ing and data mining environment Weka [22]. The developed system uses following
external entities:

� Process � production process controlled by agents. Sensors of the Process
send and receive data to/from Process Management Agents and controls the
variables process parameters.

� User �obtains data regarding the processes and proposed recommendations
as well as sends queries to the systems.

� Data base � stores historical data with parameters describing previous pro-
duction processes.

The following agents are implemented in the system:

� Production Management Agent (PMA) - responsible for the management of
the Process Management Agents and management of the data gathered from
them, Its life cycle equals the life cycle of the whole system.
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� Process Controlling Agent (PCA) � responsible for communication with the
given production process, gathers information from sensor of the production
process and sends them to the Production Management Agent, it is also
responsible for setting the parameters of the production process. Its life
cycle is limited to the duration of the given production process. There may
be several PCA associated with various production stages.

� Product Parameter Prediction Agent (PPPA) � agent associated with Process
Controlling Agent, it is possible to have multiple instances of such agent
for various parameters and using di�erent learning algorithms or di�erent
datasets of historical data. It functions during the whole life cycle of the
system.

� User Interface Agent (UIA) � responsible for the interactions with user and
subsequent communications with other agents. Its life cycle equals the life
cycle of the whole system.

The �rst three agents are essential for the system. The last provide auxiliary
functions. In our implementation process parameters, P represents composition
of the cast and casting parameters that are observed by agents, C represents
casting parameters that can be controlled, I represent parameters of the prod-
uct created in the casting process. XPCA correspond to the production pro-
cess stage. Strategy πPCA is constant (LPCA is empty) and it executes actions
ActPCA calculating high level parameters YPCA ⊂ I of this stage. XPPPA is a
subset of R that have in�uence on a predicted cast parameters Yi. This type of
agent stores examples consisting of the production process description (indepen-
dent variables) and achieved cast parameters (dependent variables) in EPPPA.
A learning algorithm LPPPA is used to create a knowledge KPPPA predicting
cast parameters. We use regression algorithms for this purpose. ColPPPA con-
sists of PCAs, because PPPA may ask PCA to calculate high level parameters.
PMA is responsible for supervising the whole production process. XPMA is a
subset of R that are important. ColPMA consists of PCAs and PPPAs, because
PMA make ask these agents for current values to recommend changes in in the
process. Recommendations are presented to the user through (UIA) and if they
are accepted, appropriate YPMA values are set.

5 Experiments

5.1 Description of scenarios

Casting production is connected with the completion of a number of simula-
tions and test casts in advance, which aim at gathering data allowing for the
subsequent launch of production. The tests were carried out on samples whose
chemical composition was as presented in tab. 1.

The tests were carried out according to two di�erent variants of heat treat-
ment and data gatherer during real world experiments described in [21]. Heat
treatment variants in�uence the �nal cast parameters. Samples prepared in this
way have been tested in the �eld of breaking energy parameters for these casts.
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Table 1. Chemical composition of cast iron melts

Melt C Si Mn P S Mg Cu Ni
W1 3.65 2.59 0.18 0.052 0.014 0.060 - -
W2 3.41 2.62 0.30 0.046 0.016 0.056 0.48 -
W3 3.39 2.62 0.29 0.042 0.010 0.036 0.51 0.72

The research aims to determine the parameters of the production process. The
tests are carried out during the preparation of the production of a cast element
from a new material. Looking at the whole process, this can be placed in the
scope of performing a trial series. The results of this work are supported by the
designer and technologist at the stage of preparing the element for production
(planning process parameters, the shape of the mold and casting), as well as at
the stage of performing the test series and process simulation. In the absence of
data in this area, there is a need for many technological trials. The developed
tool allows you to limit their number.

The evaluation carried out for the purposes of the current article focuses on
the following elements:

(i) determination of the correlation, we investigate correlations between param-
eters such as metal chemical composition and heat treatment of the casting.
These processes have an e�ect on obtaining the parameters of the �nished
product, in our case of impact strength. The impact test was carried out on a
machine called the Charpy hammer, type PSW 300, with a maximum impact
energy of 300 J. During the examination of the predicted forces necessary
to distort the considered alloys and the actual acquired information on the
distorting forces of the considered sample we calculate also the prediction
error of these quantities using di�erent types of classi�ers and di�erent sizes
of the considered set of samples.

(ii) analysis of the time costs of building the model for the larger arti�cially gen-
erated data sets describing samples, taking into account di�erent classi�ers
and di�erent sizes of the analyzed sets.

We decided to use for the prediction algorithms with a high level of com-
plexity, of which a majority contain basic algorithms, which should increase the
chances of obtaining high-quality results. We used the Weka [22] environment
and following algorithms: Bagging, RandomForest, M5P, MultilayerPerceptron

and Vote. The Bagging algorithm provides averaging of values returned by un-
derlying REPTree algorithms using learning decision trees with reduced-pruning,
which improves the stability and accuracy of results. The RandomForest algo-
rithm calculates the results as an average obtained from several trees and it is
considered that to signi�cantly reduces the risk of over-�tting and limits the
in�uence of a tree that does not achieve good results. The M5P algorithm gen-
erates 5 model trees. MultilayerPerceptron uses a supervised learning method
called back propagation of error to set appropriate values of weights associated
with neurons building the model. The Vote algorithm is a complex algorithm
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using Bagging, RandomForest, M5P and MultilayerPerceptron algorithms, from
which the average value is calculated.

The considered data-sets are as follows:

� Full � 432 samples, for each considered set of parameter values it contains 3
records with di�erent calculated results of sample breaking energy,

� Sample1 � 144 samples, it contains the average value of sample breaking
energy for each considered set of parameter values,

� Sample2 � the smallest considered sample, it contains 14 randomly selected
samples that were extracted from the reference pool containing 144 samples
with mean values of breaking energy.

5.2 Results for di�erent classi�ers and di�erent selection of sample
data

Fig. 1 shows that for di�erent algorithms and for di�erent sizes of data-sets it was
possible to obtain a similar, high correlation level. It can be seen that usually for
averaged values (Sample1) good results were obtained compared to other sets,
especially in the case of MultilayerPerceptron. A very limited, randomly selected
Sample2 set also showed a fairly high correlation of predicted values.
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Fig. 1. Quality of prediction for selected classi�ers and considered data-sets

In �g. 2 the smallest relative absolute error for the Full set was obtained for
the Vote algorithm, for the Sample1 set - for the Vote algorithm as well, and
for the Sample2 set - for the RandomForest algorithm. It can be seen that for
the majority of cases the smallest error is obtained for the data-sets with the
most detailed data (and the largest set), only in the case of MultilayerPerceptron
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the best quality of prediction was obtained for Sample1, and for Random Forest
for Sample2, which is de�nitely the smallest set. The smallest set (Sample2) is
characterized by the highest error of the relative absolute error prediction, only
in the case of Random Forest the analysis of data-set with the averaged values
(Sample1) give the highest error.
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Fig. 2. Relative errors for selected classi�ers and considered data-sets

5.3 Discussion of costs of model construction

Subsequent tests concerned di�erent times of building models for prediction
using di�erent sizes of data sets and di�erent algorithms. The larger data sets
than in the previous tests were used (90, 900 and 3600 samples), which, however,
were fully randomly generated, and not based on the acquired data describing
the technological process.

For two larger data-sets (900 and 3600 samples), the correlation was clearly
higher than the value obtained for the smallest data-set (90 samples) (�g. 3).
The quality of results for larger sets was similar in case all used classi�ers.

The considered models di�er quite signi�cantly from the point of view of the
model's construction time, these di�erences occur for all sizes of data sets (�g.
4).

It can be noted that the longest time of model building for the largest sets
(3600 and 900 samples) has the Vote algorithm. This is in line with expectations
because this algorithm not only uses several base algorithms, but they are of
di�erent kinds, which increases complications and resource consumption. For
the smallest data-sets (90 samples) the RandomForest algorithm is the slowest.
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Fig. 3. Quality of prediction obtained for larger generated data-sets

Fig. 4. Time for model building for di�erent classi�ers and data-set sizes [s]

For a large set (3600) the RandomForest algorithm is the fastest, which may be
due to the similarity of the underlying algorithms, for the average data-set (900
samples) the M5P wins, and for the smallest data-set (90 samples) M5P and
M5Rules are the fastest.
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