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Abstract. The main characteristics of Software-Defined Networks are
the separation of the control and data planes, as well as a logically cen-
tralized control plane. This emerging network architecture simplifies the
data forwarding and allows managing the network in a flexible way. Con-
trollers play a key role in SDNs since they manage the whole network.
It is crucial to determine the minimum number of controllers and where
they should be placed to provide low latencies between switches and
their assigned controller. It is worth to underline that, if there are long
propagation delays between controllers and switches, their ability of re-
acting to network events quickly is affected, degrading reliability. Thus,
the Reliability-Aware Controller Placement (RCP) problem in Software-
Defined Networks (SDNs) is a critical issue. In this work we propose a
k-cover based model for the RCP problem in SDNs. It simultaneously
optimizes the number and placement of controllers, as well as latencies of
primary and backup paths between switches and controllers, providing
reliable networks against link, switch and controller failures. Although
RCP problem is NP-hard, the simulation results show that reliabilities
greater than 97%, satisfying low latencies, were obtained and the model
can be used to find the optimum solution for different network topologies,
in negligible time.

Keywords: Software-defined network - controller placement - reliability
- k-cover problem.

1 Introduction

Software-Defined Network (SDN) decouples control and data planes simplifying
the data forwarding and allowing the network management in a flexible way.
The SDN control plane is crucial to the network performance [9]. It handles
state distribution, control applications and network connectivity for propagating
events to switches and also between multiple controllers. Network failures that
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disconnect the control and data planes could block requesting instructions from
switches to controllers and may cause packet loss and network unsatisfactory
performance [4]. The optimal number and placement of controllers, as well as
the assignment of controllers to switches, play a very important role towards
performance and reliability of SDN [2].

Although a switch can detect a control path failure, it has no capacity to
establish a new route and connection will be lost until a backup control path
is found. The distance between switches and their assigned controller affects
propagation latency and restoration time, so low latency paths are required.
Providing in advance backup control paths with acceptable latency allows quick
restoration of the control plane against path failure, since a switch can initiate its
backup path as soon as it detects a control path failure [7]. Similarly, planning in
advance, for each switch, low latency connections to two different controllers over
two disjoint paths allows quick restoration of the control plane against controller
failure or congestion.

The above reasoning grounds our approach. In this work we propose a math-
ematical model based on the k-cover problem to plan a reliable SDN, enhancing
the protection of the control plane against link, switch, and controller failures. It
determines the optimum number of controllers and their placements, constrained
to: (i) every switch must be connected to two different controllers, a primary and
a backup controller, over two disjoint control paths; (ii) every switch must be
connected to its assigned primary controller over two disjoint paths; (iii) control
paths (primary and backup) latencies must be bellow a given threshold.

The remainder of this article is organised as follows: Section 2 is a short review
of related works. The proposed model is described in Section 3, which includes
the mathematical formalization. The experimental simulation is described in
Section 4, while Section 5 presents and analyses the results. Section 6 draws
some conclusions from the obtained results.

2 Related Work

Reliability-Aware Controller Placement (RCP) is a particular case of the Control
Placement Problem (CPP). Several works have already addressed different issues
related to the CPP. This section briefly overviews some works on fault tolerant
and reliable controller placement towards the improvement of network resilience.
Network elements failures may cause the disconnection between controllers and
switches. Zhang et al. [8] call lost nodes to these switches that are unable to
connect the controller due to failures. They minimize the number of lost nodes
using a min-cut based controller placement algorithm to obtain a partition of the
network, such that inside each partition switches and the respective controller are
well connected. Hock et al. [3] define performance and resilience metrics in the
controller placement problem and implement a framework to evaluate the entire
solution space. In [4] the expected percentage of control path loss, defined as the
number of broken control paths due to network failures, is used to characterize
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the SDN reliability and for a given number of controllers they maximize the SDN
reliability through a binary integer programming. Muller et al. [5] formulate the
problem as a binary integer programming to maximize the average number of
disjoint paths between switches and controllers. They also propose heuristics
for defining lists of backup controllers to deal with controller failure. Ros and
Ruiz [6] develop a heuristic for the fault tolerant controller placement problem
where reliability thresholds must be satisfied. Their results show that if each
node connects to two or three controllers, it can provide more than five nines
reliability and also that, generally, ten controllers are enough, being its number
more related to the network topology than to the network size. Vizarreta et al.
[7] present two controller placement strategies for a resilient control plane. One
strategy considers that switches have to be connected to a controller over two
disjoint paths and the other considers that switches have to be connected to two
different controllers over two disjoint paths. They evaluate their two approaches
in comparison to the unprotected case.

In this work the planning of primary and backup control paths in advance, as
in [7], is also considered, but this approach is different because it determines the
minimum number of controllers that ensure, simultaneously, disjoint primary and
backup control paths providing required latencies and also primary and backup
controllers for each switch, as mentioned in Section 1, modelled and formalized
as a k-Cover Problem.

3 Problem Formalization

3.1 Problem Overview

When deploying multiple controllers, the reliability and resilience of SDN reside
on a controller placement highly fault tolerant. Clearly, more controllers can
increase the control network reliability, but also imply on more communications
to exchange information, harder network management and overall cost increase
[6]. Tt is advisable to place as few controllers as possible, taking into consideration
that too few controllers would increase latency and decrease reliability. Thus the
main goal is to find the appropriate number and locations of controllers to ensure
control plane reliability and satisfy low propagation delay between switches and
their assigned controllers.

This approach achieves the above goal. It minimizes the number of controllers
ensuring the existence of at least two disjoint paths, primary and backup, be-
tween each switch and one controller and the assignment of two controllers,
primary and backup, to each switch. All paths between switches and controllers
satisfy the required latency. It is assumed that each switch communicates with
the primary controller over the primary control path. If the primary controller
fails than communication is quickly restored to the backup controller over a dis-
joint path, meaning that disconnection is avoided. If the primary control path
to the primary controller fails (due to a link or switch failure) then the disjoint
backup path to that controller is promptly initiated. Thus, for each switch, we
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compute its control paths reliability, denoted by (Rs), as the probability of no
communication disconnection between switch and controller, as follows:

Ry=rs-[ro,- (1= (1=rp) (1 =m)) + (1 =rc,) - re, - Tap] (1)

where, for simplicity, failure probability of a path, a link, a switch or a controller
is denoted by fi, where * is equal to ! for link; s for switch; C, and C for
primary and backup controllers; p and b for primary and backup disjoint paths
to primary controller; dp for disjoint backup path to backup controller, being
the reliability of a component r, = 1 — f,. The failure probability of a path from
1 to j is computed as

Ty = 1= iepi ) (1 — fi) Hsep(igy—1i i (1 — fs)- (2)

Average network reliability, denoted by R, is calculated as the average of the
switches control paths reliabilities,

R= 2. s (3)

number of switches

Obviously, there are two disjoint paths between switches and a controller if
the degree of every node is equal or greater than two and the network has no
articulation points. Next, we introduce some cover definitions applied to this
problem.

Definition 1: A switch is covered by a controller if the path between them
provides the required latency.

Definition 2: A switch is k-covered if it is covered by at least k different
controllers.

Definition 3: A network is k-covered if every switch is k-covered and k is the
degree of the coverage.

It is clear that the number of controllers to achieve a k coverage degree
increases directly with k. Hence, the bigger is k£ the more controllers are needed.
The network must be at least 2-covered to assure connectivity in the presence
of a controller failure.

3.2 Mathematical Formalization

In the following mathematical formalization, the network is represented as an
undirected graph G(V, E), where V = {1,2, ..., N} is the set of nodes (switches)
and E is the set of edges (bidirectional links) connecting nodes. V, C V denotes
the subset of switches (v € V') hosting a controller. We assume a uniform de-
mand and equal amount of traffic forwarded between switches and controllers.
Since the propagation latency is the largest part of latency and the length of a
communication link is proportional to the propagation delay it introduces, we
assume that path length is equivalent to path latency. The latency of a primary
control path between controller ¢ and switch j is the length of the shortest path

between them and is denoted by d? ;» the respective disjoint backup control path
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latency, to the primary controller or to the backup controller, denoted by di-’j

or d?f is the length of the shortest path between controller 7 and switch j in
the sub-graph obtained by removing the links and intermediate nodes of the
primary control path. A, and A, are, respectively, primary and backup control
paths latency threshold.

We define, below, constants a;;, Vi, j € V used to ensure that j can be covered
by a controller placed in ¢ only if the two disjoint shortest paths between i and
j satisfy the respective required latencies.

L if dfy <A AdY < A

Vi,j € Vi = {O, otherwise

(4)

The coefficients of the objective function are equal to the average of the
weighted sum of the distances of primary and backup paths, calculated as follows:

> jev (adf; + Bd%;)ai;

fi = ,VZ' eV (5)
> jev Qi
The binary decision variables are:
1, if the location of switch i € V is choosen to place a controller

ri={ (6)

0, otherwise

The RCP is formalized as a 2-Cover Problem, as follows:

minz fix;. (7)

eV
subject to:
Zaijxi > Q,Vj eV (8)
icV
x; €{0,1},Vi e V. (9)

The objective function (7) minimizes the number of controllers weighted by the
average of primary and backup path lengths. Constraints (8) ensure that every
switch is, at least, covered by 2 different controllers, using disjoint paths, both
providing feasible latencies. Constraints (9) define variables as binary.

The optimum solution of this formalization obtains the minimum number of
controllers and their locations, such that each switch is connected, at least, to
two controllers by two disjoint paths towards each controller, complying with the
required latencies. The assignment of controllers to switches is implicit, since for
each switch the primary controller is the nearest one; the backup controller is
the nearest controller that can be connected over a disjoint path. Primary and
backup paths between a switch and a controller will be disjoint by construction
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Table 1. Network Parameters

Ref.| Topology N||E||Average degree Diameter
Edges‘Leng‘ch (Km)
1 |pdh 11| 34 6.18 3 670.36
2 |polska 12|18 3.00 4 746.15
3 |atlanta 15| 22 2.93 5 612.79
4 |newyork 16| 49 6.12 3 522.75
5 |nobel-germany|17| 26 3.06 6 1893.81
6 |tal 24| 55 4.58 4 1012.42
7 |france 25| 45 3.60 5 1215
8 |janos-us 26| 84 6.46 8 2172.61
9 |norway 27| 51 3.78 7 1255.56
10 |sun 27|102 7.56 7 1068.92
11 |nobel-eu 28| 41 2.93 8 1807.7
12 |india35 35| 80 4.57 7 1582.08
13 |cost266 37| 57 3.08 8 2039.76
14 |janos-us-ca 39(122 6.26 10 2776.39
15 |giul39 39|172 8.82 6 1079.67
16 |pioro40 40| 89 4.45 7 1774.95
17 |germany50 50| 88 3.52 9 2583.56

of a;;,Vi,j € V, given in (4). Therefore, considering the obtained set of con-
trollers V., = {i € V : z; = 1}, we define the binary assignment variables of

primary and backup controllers to each switch, as follows: Vj € V, inij =1,if

. . . . di .
arg(min;ey,d;) =i and y b =1, if arg(miniey,d;;) = i.

4 Experimental Setup

4.1 Network Topologies

This approach was tested in all topologies with lower node degree greater than
or equal to 2, available online in SNDlib database [1] (so, abilene, brain, ta2
and zibb4 topologies were excluded). Euclidean distances were computed and
associated to the links. We define, as usually, the Diameter of a network as
the maximum shortest path between any two nodes in the network. Table I
summarizes networks parameters. Five small networks (dfn-bwin, dfn-gwin, di-
yuan, geant and nobel-us) were not included in Table I because no feasible
solution exists for the 2-cover problem given in (7) to (9). In fact, for at least
one switch, j, > .y a;; < 2 thus constraints (8) can not be satisfied.

4.2 Parameters

Propagation latency depends on the shortest paths and network topology, so
we have considered for latency limits, in equations (4), A, = 0.5xdiameter and
Ap = 0.6xdiameter. Without loss of generality, we assumed equal weight for
primary and backup paths, so we used a = 8 = 0.5 in equations (7).
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5 Results

The optimum solution was obtained by exactly solving the 2-Cover Problem
formalized above, (7) to (9), and afterwards, as described in 3.2, a procedure to
assign primary and backup controllers to switches was applied. The algorithm
was implemented in Matlab, taking an average execution time of 1.019s, and
varying between 0.217s and 2.69s, on an Intel i5-3210M CPU. The results ob-
tained are presented and analysed below, concerning the optimum number of
controllers, reliability and latency.

5.1 Number of controllers

The optimum number of controllers obtained by the 2-Cover Problem, is shown
in Table 2. Four controllers are enough in 58.8% of the networks. It is worth to
underline that this number of controllers ensure, for each switch, two disjoint
paths for two different controllers and also two disjoint paths for the primary con-
troller, being all paths within the required latency. It is noted that the number of
controllers depends greatly on the topology, mainly to cope with the requirement
of connect two controllers to each switch over two disjoint control paths. The
main difficulty occurs with topologies where two adjacent switches have degree
2 and both are adjacent to another switch, forming a triangle, because the latter
is an articulation point and therefore creates a bottleneck, implying that is nec-
essary to place a controller in one of the two-degree switches, to cover only these
two switches. For instance, networks 6 to 11 have a similar number of switches
but only network 7, which presents two bottlenecks (three switches forming a
triangle twice), needed 6 controllers. Results also show that there is not a linear
relation between the minimum number of controllers and the number of switches
or the link density or the diameter. However, there is a tendency for networks
with more switches, smaller link density and larger diameter to require fewer
controllers (networks 13 to 17) and vice versa (networks 1 to 4).

Table 2. Number of Controllers

Network Ref.[5, 6, 8, 9, 11, 13, 14, 15, 16, 17[1, 4, 10, 12[2, 3, 7
|Vel 4 5 6

5.2 Reliability

For each network, we compute the average network reliability, R, given in (3).
It was considered, as in [7], the same failure probability for all the switches
(including those hosting a controller) and the same failure rate per length of the
link. We defined switch failure probabilities of 0.5%, 1% and 2% and link failure
probabilities of 0.1 % and 0.5% per 100 km. Fig. 1 plots R for these 6 scenarios.

ICCS Camera Ready Version 2019
To cite this paper please use the final published version:
DOI] 10.1007/978-3-030-22734-0_44 |



https://dx.doi.org/10.1007/978-3-030-22734-0_44

g 100 = - Sl + 1 i Sl 1 ale i e e - 1 i 1 1
E 995

% N *—0—0—0—0—90—0-—90—90 909009 0—90 0
&

¥ %85

o

E 98

& 975 i 8 8 w i :I
Q

=

g 97

3 i 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Network Ref.
—— 0.5%100Km, 2% 0.5%/ 100Km, 1% 0.5% 100Km, 0.5%

== 0.1%/100Km, 2% —=@=—0.1%/100KM, 1% === 0.1%100KmM, 0.5%

Fig. 1. Average Network Reliability, considering 6 scenarios combining 2 probabilities
for link failure per 100 km with 3 probabilities for switch failure (fi, fs).

We have obtained R values ranging from 97.32% to 99.99% being all networks
average equal to 98.89%. Therefore our approach ensures high average reliability.
Fig. 1 shows that, for each network, R presents almost the same values when only
link failure probability varies. For the same link failure probability, R decreases
around 1% with each switch failure probability increment. So, we conclude that
switches (including controller) failure probabilities have greater impact on the
network reliability than link failure probabilities.

The Average Control Path Availability used in [7] is the equivalent to R for
theirs strategies. They only plot results for network 13, considering link failure
probability of 0.1% per 100 km. Our results for that network outperformed
theirs since we obtained reliabilities equal to 97.73%, 98.92% and 99.998% for
node failure probabilities of 2%, 1% and 0.5%, respectively.

5.3 Propagation Latencies

As stated in section 3.2 we have considered that the propagation latency is
measured by the control path length. The average control path length to: primary
controller over primary path (Lgp) and over backup path ((Lf‘”)); to backup
controller ((Ld(“;;’))7 over a disjoint backup path with length d?, are computed as
follows:

LS» = % SNy (10)

i€Ve jev

L= =3 Sl (1)

i€Ve jeV
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LG = Z S iy (12)

zch JeEV

Fig. 2 plots these average control path lengths and the diameter.

- || .| .I || |I TR I‘ d I| I‘

1 2 10 11 12 13 14 15 16 17
Network Ref.

m primary path  m backup path backup path to badkup controller diameter

Fig. 2. Average Control Path Length

As expected the primary path has the smallest average length. Only Networks
1 and 12 present a backup path to the primary control slightly lower than the
backup path to the backup controller. For each network the average control path
length ratios to diameter were computed and for the 3 control paths (p,b and
dp) they range from 9.77% to 24.12%, 26.01% to 40.22% and 16.45% to 35.19%,
respectively. Therefore we can state that planning in advance paths concerning
the protection against failures can be obtained with low latencies for disjoint
primary and backup paths.

Vizarreta et al [7] plot average latency results considering 2 and 4 controllers
for five selected SNDIib topologies, 2, 12, 13, 14, and 17, considering their 2
strategies as mentioned in Section 2. Our approach needed more than 4 con-
trollers for networks 2 and 12 thus path length results are not comparable.
Comparing average control paths lengths, considering 4 controllers, we can see
that our results present lower values for networks 13 (321, 599 and 528 Km) and
14 (388, 801 and 773 km) and higher values for network 17 (462, 818 and 741).

6 Conclusion

In this article we have presented a 2-cover based approach for the RCP problem
in SDN. It was able to find the minimum number of controllers, their placement
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and the assignment of controllers to switches, satisfying low propagation laten-
cies, below defined limits, while ensuring for each switch the assignment of two
controllers (primary and backup) and the existence of at least two disjoint paths
between each switch and its assigned controllers. Thus, it is foreseen the quickly
restoration of communication to the backup controller over a disjoint path, when
primary controller fails and also a promptly initialization of a disjoint backup
path when the primary path fails. Results show that the proposed approach is
able to determine, in all tested topologies, a highly reliable controller placement
with low latencies. The approach proved also to be computationally efficient and
scalable, as its performance is independent of network dimension. Therefore, it
can be used to efficiently solve the considered RCP problem, under the assump-
tions discussed in this article and it can be easily extended to consider different
amounts of traffic between switches and controllers, capacity constraints and
switches with different protection levels.
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