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Abstract. Building a high-quality emotion lexicon is regarded as the foundation of research on emotion analysis. Existing methods have focused on the study of primary categories (i.e., anger, disgust, fear, happiness, sadness, and surprise). However, there are many emotions expressed in texts that are difficult to be mapped to primary emotions, which poses a great challenge in emotion annotation for big data analysis. For instance, “despair” is a combination of “fear” and “sadness,” and thus it is difficult to divide into each of them. To address this problem, we propose an automatic building method of emotion lexicon based on the psychological theory of compound emotion. This method could map emotional words into an emotion space, and annotate different emotion classes through a cascade clustering algorithm. Our experimental results show that our method outperforms the state-of-the-art methods in both word and sentence-level primary classification performance, and also offer us some insights into compound emotion analysis.
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1 Introduction

With the rise of opinion-rich content in social media, such as Twitter, Sina Microblog, Facebook and WeChat, there is an increasing desire for individuals to express their feelings, mood, and emotions rather than just browsing and receiving information. These emotions, expressed in sentences, contain useful information for understanding public opinion, opinion mining, business decisions, mood management, and information forecasting [5]. Different from mature sentiment lexica labeled with sentiment polarity, emotion lexicon should contain multiple emotions with different intensity [21].

Analyzing and summarizing the emotions in texts has become an area of focus for many studies. An emotion lexicon, which reflects the unstructured characteristics of texts, plays an important role in emotion analysis and provides the advantage of high speed and easy understanding. In addition, it is also a fundamental task for affective modification and mood management, which are essential for research institutions, information consulting organizations, and government decision-making departments.
Much work has been done on emotion lexicon construction [15–17, 20, 21, 23]. Xu et al. [21] manually labeled a large Chinese lexicon with part-of-speech (POS), emotion, and intensity. In addition, Staiano et al. [17] and Song et al. [16] used a crowd-based method for emotion lexicon construction. Song et al. [15] synchronously used seed words and emoticons to build an emotion lexicon. However, their lexica all focus on primary emotions (i.e. happiness, sadness, like, anger, disgust, fear, and surprise), which are not enough for representing our daily lives.

The emotions of humans are complex, and many emotions are derived from two or more primary emotions, which are called compound emotions in the field of psychology. Compound emotions express the complex relationship between people and objective things that are widely used in our daily lives. A Chinese Microblog regarding the 2014 Malaysia airlines event can be considered as an example, “你患马航焦虑症了吗？患了，时刻关注马航事件，迫切想知道结果。” (which translates to: “Do you suffer from Malaysia airlines anxiety disorders? Yes, I’m keeping track of Malaysia airlines and eager to know about the result.”) Both fear and anticipation are expressed in this microblog, and thus anxiety, a compound emotion, can be directly used to make a detailed analysis. Learning about compound emotions can allow us to accurately understand the tendency of hot social issues. In another context, compound emotions can also useful in a test for depression. There are many different types of depression, and each type of depression has its own emotional characteristics. Anxiety is a major symptom of menopausal depression [14], other kinds of depression, such as postpartum depression (guilt and inferiority) [2] and major depressive disorder (sad, anxious, guilty, sentimentality, pessimism, and in the worst case, insomnia or even try to suicide) all have their own characteristics of different compound emotions. Effectively identifying the compound emotions can provide a foundation for detecting and predicting depression. Therefore, it is necessary to build a compound emotion lexicon, which can be used as a fundamental tool for sophisticated applications of emotion analysis.

In this paper, we construct a novel compound emotion lexicon called EmoMix, for complex emotion analyzing. Specifically, the candidate words are mapped into an emotion space that is built based on Plutchik’s emotion wheel [11]. Then a cascade clustering algorithm is used to tag the candidate words with compound emotion labels. The major contributions of this work are as follows:

• We propose a novel building method of emotion lexicon to meet the demands of compound emotion analysis. To the best of our knowledge, our EmoMix is the first method for creating a lexicon with the psychological theory of compound emotion.

• We propose a unified emotion labeling scheme based on a cascade clustering algorithm to address the requirements of compound emotions. Our method uses an emotion space to help find the most relevant emotion words. Although we built a Chinese lexicon as an example, the building method is language independent.

• We conduct experiments for lexicon quality, state-of-the-art emotion lexica are used for evaluation, and show that EmoMix is competent in the emotion classification task. Additionally, the results of case studies demonstrate that EmoMix outperforms the conventional emotion lexica in compound emotion analysis.

The rest of this paper is organized as follows: In Sec. 2, we review the related work. Sec. 3 presents some preliminaries. Sec. 4 describes the details of our proposed
EmoMix lexicon. Sec. 5 presents performance evaluation results. Finally, Sec. 6 concludes the paper.

2 Related Work

This paper involves two research focuses: emotion models and emotion lexicon construction.

**Emotion Models.** In general, psychologists classify emotion models into two categories, discrete \([4, 18]\) or dimensional models \([11, 13]\). Discrete models introduce the basic cognition of human emotions from psychologists. In previous work, Tomkins \([18]\) classified human emotions into eight primary emotions: surprise, interest, joy, rage, fear, disgust, shame, and anguish. Subsequently, Ekman \([4]\) put forward another primary emotion model with six emotions, namely, anger, disgust, fear, happiness, sadness, and surprise. However, it is difficult for these models to describe complex emotions within the constraints of the number of emotions and their independence characteristic. Human emotions are considered to lie in two or three dimensions in the dimensional models. Plutchik offered a 3-dimensional model, called the wheel of emotions \([11]\), which contains primary emotions, intensity dimensions, and compound emotions. Among them, compound emotions are acquired by adding two primary emotions together.

It is widely accepted that human expressions cannot be attributed to only primary emotions. We built a compound emotion lexicon based on Plutchik’s wheel of emotions, which is more suitable for the variety of human expressions.

**Emotion Lexicon Construction.** Emotion lexicon plays an important role in opinion mining and emotion analysis. Unlike a sentiment lexicon, an emotion lexicon has more granular classifications. Existing emotion lexicon construction methods can be roughly classified into manual and automated labeling. Xu et al. \([21]\) constructed an affective lexicon ontology (ALO) in Chinese, which leveraged sentiment lexica and wordnet to obtain candidate words. They manually labeled the candidate words with emotional categories and intensity, and divided them into seven primary categories, and 21 subclasses. Then, Staiano et al. \([17]\) presented a crowd-sourced approach DepecheMood (DPM) for emotion lexicon generation by combining the document-frequency distributions of words and the emotion distributions over documents. This method used the score in each emotion dimension to represent the strength of the emotion. As an extension to their work, Song et al. \([16]\) analyzed the emotions of Rappler news articles at the topic level. By developing a non-negative matrix factorization model, a fine-grained emotion lexicon was built that associated words with emotions based on the hidden topics obtained from the factorization process. An approach based on manual labeling is labor-intensive, slow, and costly; therefore, researchers have focused more attention on automatic lexicon construction.

Xu et al. \([20]\) proposed an automatic method for building a Chinese emotion lexicon by using WordNet-Affect. Their method translated WordNet-Affect into Chinese and filtered all non-emotion words. Then, synonym words were expanded to obtain the Chinese emotion lexicon. To address domain dependence, Yang et al. \([23]\) proposed an Emotion-aware LDA (EaLDA) model to automatically build a domain-specific lexicon with six primary emotions. To solve the data scarcity problem, Song et al. \([15]\) adopt-
ed a multi-label random walk algorithm based on a three-layer heterogeneous graph to build the emotion lexicon. They combined the effects of seed words and emoticons co-occurring with candidate words to capture the fine-grained emotion of candidate words. However, these lexica ignore the compound emotion at the word level, which results in a loss of valuable information for emotion analysis in complex situations.

In this paper, we introduce a cascade clustering algorithm into lexicon construction, and generate a compound lexicon with advantages as shown in Tab. 1.

### Table 1. A comparison of emotion lexicons

<table>
<thead>
<tr>
<th>Lexicon</th>
<th>Language</th>
<th>Usage</th>
<th>Psychology Emotion Model</th>
<th>Primary</th>
<th>Secondary</th>
<th>Compound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lex_xu[20]</td>
<td>Chinese</td>
<td>✓</td>
<td>Ekman</td>
<td>6</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>EalDA[23]</td>
<td>English</td>
<td>✓</td>
<td>Ekman</td>
<td>6</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>DPM[17]</td>
<td>English</td>
<td>×</td>
<td>-</td>
<td>8</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Lex_song[16]</td>
<td>English</td>
<td>×</td>
<td>-</td>
<td>8</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>ALO[21]</td>
<td>Chinese</td>
<td>×</td>
<td>-</td>
<td>7</td>
<td>✓(21)</td>
<td>×</td>
</tr>
<tr>
<td>EmoMix(ours)</td>
<td>Chinese</td>
<td>✓</td>
<td>Plutchik</td>
<td>8</td>
<td>✓(24)</td>
<td>✓</td>
</tr>
</tbody>
</table>

### 3 Preliminaries

#### 3.1 Plutchik’s Wheel of Emotions and Compound Emotion

The psychologist Robert Plutchik created the wheel of emotions [11], which is widely accepted for illustrating the various relationships among the emotions. As shown in Fig. 1, there are three important concepts to his theory: (1) **Primary Emotions**. There are eight primary emotions that are indecomposable (joy, trust, fear, surprise, sadness, anticipation, anger, and disgust). (2) **Emotion Intensity**. Each primary emotion has different degrees of intensity, which range from very light to very intense. (3) **Compound Emotions**. All emotions other than primary emotions occur as a result of a combination of the primary emotions. Recently, some work in natural language processing (NLP) has started to pay attention to this theory; however, most of the focus is on primary emotions [3] and emotional intensity [1], which do not fully express the complex feelings of users. If primary emotion lexica were used to analyze the 2014 Malaysia airlines event in Sec. 1, one might only obtain the anticipation of a compound emotion “anxiety” and miss the component of fear.

![Fig. 1. Plutchik’s emotion wheel](image-url)

Different from existing work, to meet the demand of complex emotion analysis, this study focuses on the third concept, “Compound Emotions.” To build such a compound

---

**Table 2. The extension of compound emotions**

<table>
<thead>
<tr>
<th>Human feelings</th>
<th>Emotions</th>
<th>Opposite feelings</th>
<th>Emotions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimism</td>
<td>Anticipation + Joy</td>
<td>Disapproval + Sadness</td>
<td></td>
</tr>
<tr>
<td>Hope</td>
<td>Anticipation + Trust</td>
<td>Unbelief + Surprise + Disgust</td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>Anticipation + Fear</td>
<td>Outrage + Surprise + Anger</td>
<td></td>
</tr>
<tr>
<td>Love</td>
<td>Joy + Trust</td>
<td>Remorse + Sadness + Disgust</td>
<td></td>
</tr>
<tr>
<td>Guilt</td>
<td>Joy + Fear</td>
<td>Envy + Sadness + Anger</td>
<td></td>
</tr>
<tr>
<td>Delight</td>
<td>Joy + Surprise</td>
<td>Pessimism + Sadness + Anticipation</td>
<td></td>
</tr>
<tr>
<td>Submission</td>
<td>Trust + Fear</td>
<td>Contempt + Disgust + Anger</td>
<td></td>
</tr>
<tr>
<td>Curiosity</td>
<td>Trust + Surprise</td>
<td>Envy + Sadness + Anticipation</td>
<td></td>
</tr>
<tr>
<td>Sentimentality</td>
<td>Trust + Sadness</td>
<td>Morbidness + Disgust + Joy</td>
<td></td>
</tr>
<tr>
<td>Awe</td>
<td>Fear + Surprise</td>
<td>Aggressiveness + Anger + Anticipation</td>
<td></td>
</tr>
<tr>
<td>Despair</td>
<td>Fear + Sadness</td>
<td>Pride + Anger + Joy</td>
<td></td>
</tr>
<tr>
<td>Shame</td>
<td>Fear + Disgust</td>
<td>Dominance + Anger + Trust</td>
<td></td>
</tr>
</tbody>
</table>
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emotion lexicon, the combinations of two adjacent primary emotions are not enough. Following the definition of “primary dyad” in Plutchik’s theory (the combinations of two adjacent primary emotions), Turner, another psychologist, extended the rest of the compound emotions [19]. He defined “secondary dyad” (mixed emotions that are one step apart on the wheel) and “tertiary dyad” (emotions that are two steps apart on the wheel) emotions. Additionally, he pointed out that the emotions on the opposite side of the wheel are in conflict, and they can’t generate compound emotions. As shown in Tab. 2, we can discover that the extended compound emotions also appear as pairs of opposites.

The above-mentioned research has provided the theoretical foundation for building a compound emotion lexicon. In this work, the rules of compound emotions and opposite emotions function as theoretical guides for emotion lexicon construction.

### 3.2 Motivation and Basic Idea

This work is supported by using a set of observations from users’ microblogs who suffer from depression. We collected over 1,600 microblogs from 57 users who committed suicide due to depression, as shown in Tab. 3. For example, consider the following Chinese microblog, “I have depression, so I will end my life. There is no important reason. Don’t care about my departure. Bye.” (which translates to: “I am suffering from depression, thus I try to die. There is no important reason. Don’t care about my departure. Bye.”), which expresses pessimism and despair. It is very difficult to express these feelings by any single primary emotion. As bloggers’ delicate emotions move far beyond primary classes and are much more complicated, a fundamental tool for compound emotion analysis is urgently required.

It is a common phenomenon in our daily lives that our expressions are often complex and overlapping. Even more than one primary emotion can be expressed in a single word. After statistical analysis of these microblogs, we find that there are over 1,800 compound emotions, accounting for 63.7% of the total emotional words. This implies that a primary classification only gives limited information on the actual intentions of users’ expressions. However, most existing Chinese lexica classify emotional words into a single class from six to eight primary emotion categories. A few works [21] can

<table>
<thead>
<tr>
<th>Weblog</th>
<th>Date</th>
<th>Emotion</th>
</tr>
</thead>
<tbody>
<tr>
<td>不管谁对我说谎我都没所谓不过十分钟后我会躲在厕所里哭。 (which translates to: “I don’t care who says something bad to me, but I’ll be crying in the bathroom in ten minutes.”)</td>
<td>2012-2-28</td>
<td>despaired (sadness+trust)</td>
</tr>
<tr>
<td>你不管谁 就当我是你的垃圾桶。 (which translates to: “You don’t care who? Consider me your trash can.”)</td>
<td>2012-3-18</td>
<td>contempt (anger+disgust)</td>
</tr>
<tr>
<td>我有抑郁症, 所以就去死一死。没什么重要的原因, 大家不必在意我的离开, 拜拜啦。 (which translates to: “I’m suffering from depression, thus I try to die. There is no important reason. Don’t care about my departure. Bye.”)</td>
<td>2016-4-20</td>
<td>despaired (sadness+fear)</td>
</tr>
<tr>
<td>每一个到来的人, 我都知道他们终要走, 这次我要走了, 没有送别的人。 (which translates to: “Everyone who comes, I know they are going to leave, this time I want to go, no one to see off.”)</td>
<td>2017-1-17</td>
<td>despaired (sadness+fear)</td>
</tr>
<tr>
<td>这次大概是真的要结束了。 (which translates to: “This time I’m really coming to an end.”)</td>
<td>2017-1-19</td>
<td>despaired (sadness+fear)</td>
</tr>
</tbody>
</table>
be found where emotional words are labeled with multiple primary emotions; however, they are only a tiny proportion (14.3%) of the total number of words in the lexicon. Based on these observations from microblogs, the idea behind our EmoMix is to explore new methods for building a compound lexicon that can provide a foundational resource in emotion applications. Two primary emotions can evolve into a new emotion, and the new emotion category is no longer a part of primary categories. Each emotion, including primary and compound emotions, could combine with negation words to convert it to the opposite emotion. With such a compound emotion lexicon, we can provide many personalized applications could be provided that are difficult to accomplish using only a primary emotion lexicon. In addition to emotion management and depression detection, a compound emotion lexicon could be applied to recommend products, track hotspots, and forecast trends.

Above all, our goal is to build a compound emotion lexicon with the following characteristics: (1) The lexicon should be in accordance with modern psychological theory. (2) The lexicon should have a computational model of emotions. (3) The lexicon should directly reflect the compound emotion category of each word. To meet the design principles above, we follow the steps described below to build the lexicon. First, we select the domain-independent and widely-applicable corpus to train word vectors. Word embeddings trained from different corpus are compared and we choose the best fit for our work. Second, we construct an emotion space accompanied by Plutchik’s wheel of emotions and map the emotional words into the emotion space. The emotion space is built to refine the candidate words so that they could be closer to both semantically and emotionally similar words and further away from emotionally dissimilar words. Third, similar words are classified through cluster analysis. According to the position of word embedded in the emotion vector space, the emotional words could be divided into different compound emotion categories. In this way, a lexicon is obtained that has compound emotions in the word level.

4 Emotion Lexicon Construction

4.1 Dataset

To build a compound emotion lexicon, we gather different kinds of resources, such as dictionaries (Chinese synonym dictionary\(^3\), Contemporary Chinese Dictionary, and NTUSD\(^4\)) and semantic networks (HowNet and WordNet). From these resources, candidate words are selected that are related to emotion, such as psychology, feeling, affection, character, and attitude. The unlabeled corpora of different domains (Microblogs, News, Literature, Encyclopedias, etc) are compared to train the word embeddings, and Baidubaike (an online Chinese encyclopedia)\(^5\) is chosen for our work due to its wide coverage and accordance with the rules of NLP. We use SGNS (skip-gram model with negative sampling) [9] to train word embeddings on Baidubaike [8], which includes 0.745G word tokens. We train 300-dimensional word vectors with n-gram features from the corpus.

\(^3\) http://ir.hit.edu.cn/
\(^4\) http://nlg.csie.ntu.edu.tw/download.php
\(^5\) https://baike.baidu.com/
4.2 The Emotion Space

Generally, existing word embeddings can capture semantic and syntactic information from an unlabeled corpus, but they cannot acquire sufficient emotion information, which makes it difficult to apply the word embedding directly to emotion analysis. Therefore, we propose an Emotion Space to refine the word embedding. The emotion space can transfer semantic similarity into the emotion similarity. As discussed in Sec. 3.1, one compound word can be composed of multiple primary emotions. Each of these primary emotions and its opposites on Plutchik’s wheel form an emotion pair. These emotion pairs can be regarded as axes to build a 4-dimensional emotion space. To better represent the compound emotion character of words, the cosine similarity between candidate words and primary emotions is computed, and then these words are mapped into the emotion space.

Formally, the set of candidate words is denoted as \( C \), and the seed words of the primary emotions that are used to predict the emotion similarity are denoted as \( S \), respectively. The \( i \)-th primary emotion pair can be presented as \((s^+_i, s^-_i) \in S\), where \( i \in \{1, 2, 3, 4\} \) represents the index of the primary emotion pair. For example, we use \(\langle \text{高兴(Joy)}, \text{悲伤(Sadness)} \rangle\) as \((s^+_1, s^-_1)\), which is presented as the positive and negative of one axis of the emotion space. For each candidate word \( c^* \in C \), SCOSMUL [7] is exploited to calculate the similarity between the word embedding of the candidate words and the seed words of every four emotion pairs. The cosine similarity measurement can be defined as

\[
\cos(u, v) = \frac{u \cdot v}{\|u\|\|v\|}.
\]

Thus, we can obtain the emotion similarity \( e_i \) that represents how much closer the word is to a primary emotion and further away from its opposite.

\[
e_i = \arg \max_{c^* \in C} \frac{\prod_{j=1}^{m} \cos(c^*, s^+_i) \prod_{k=1}^{n} \cos(c^*, s^-_i) + \varepsilon}{\prod_{j=1}^{m} \cos(c^*, s^+_i) + \varepsilon},
\]

where \( \varepsilon = 0.001 \) is used to prevent division by zero, \( m \) is the number of seed words in \( s^+_i \), and \( n \) is the number of seed words in \( s^-_i \).

After calculating the four emotion similarities with each emotion pair, we can express the emotion vector of the candidate word \( c^* \in C \) as:

\[
E_{c^*} = (e_1, e_2, e_3, e_4),
\]

When the candidate word is more similar to the opposite emotion, then the value of the emotion similarity \( e_i \) will below the zero. If each opposite emotion pair is regarded as the two extremes of a single axis, then all candidate words can be mapped into the emotion space by using \( E_{c^*} \) as the coordinate values. As shown in Fig. 2, there are four quadrants representing different compound emotions in the hyperplane composed of every two emotion axes.

4.3 Clustering Algorithm for Building the Lexicon

In this section, a cascade clustering algorithm is used to build the compound emotion lexicon. Since the emotion similarities are calculated by different seed words, the val-
ues on different axes are not in the same ratio. We cannot simply rank the four values of the axes and select the top two of them to mix into a compound emotion. To obtain more accurate results, a density-based clustering algorithm is leveraged to group candidate words into subclasses naturally. Then, all subclasses are divided into primary or compound emotions with the help of a modified $k$-means method, as shown in Fig. 3.

Specifically, let $C = \{E_{c_1}, E_{c_2}, \ldots, E_{c_n}\}$ be the set of pre-processed emotion vectors corresponding to the candidate words in emotion space. The measure used in literature [12] is used to find out the density peaks of candidate words. The local density $\rho_{c_i}$ of the candidate word $c_i$ is defined as

$$\rho_{c_i} = \sum_j \chi(d_{c_i, c_j} - d_{\text{cut-off}}),$$

where $\chi(x) = 1$ if $x < 0$; otherwise, $\chi(x) = 0$; and $d_{\text{cut-off}}$ is a cutoff distance. A parameter $t$ is used to adjust the size of $d_{\text{cut-off}}$. The minimum distance between the candidate word $c_i$ and any other word with a higher density can be denoted as follows:

$$\delta_{c_i} = \min_{j, \rho_{c_j} > \rho_{c_i}} (d_{c_i, c_j}),$$

where $\delta_{c_i} = \max_j (d_{c_i, c_j})$ for the highest density word. After comparing the quantity $\gamma_{c_i} = \rho_{c_i} \delta_{c_i}$, the highest density word is obtained, which is the center of the emotion subclass $\text{Sub} = \{\text{sub}_1, \text{sub}_2, \ldots, \text{sub}_n\}$, where $n$ is the number of subclasses.

The idea of $k$-means is used in the next step. Eight typical subclasses ($k = 8$) were selected as the initial primary emotion classes, which are denoted as $\text{Pri} = \{\text{pri}_1, \text{pri}_2, \ldots, \text{pri}_8\}$, and then the similarity between the rest of the subclasses $\text{sub}_j$ is calculated, where $j \in \{1, 2, \ldots, n - 8\}$ and each primary emotion class $\text{pri}_i$, where $i \in \{1, 2, \ldots, 8\}$. The similarity function can be presented as follows:

$$\text{similarity}^{(i)} := \arg \min_j \| x^{(i)} - \mu_j \|^2.$$
Specially, another constraint is added to limit the \( k \)-means method to consolidated emotion subclasses. The distribution of eight similarities is normalized into a range of \([0, 1]\), and then they are ranked and the ratio of the top two emotions is calculated. Thus, the constraint of the similarity ratio can be defined as:

\[
\text{Constraint} = \begin{cases} 
\text{Consolidated} & \text{if } \frac{r_{x,y}}{r_{x,y}} \geq \lambda, \\
\text{Not Consolidated} & \text{otherwise.}
\end{cases}
\] 

(6)

If the similarity ratio is greater than a threshold \( \lambda \), then the subclass is classified into the nearest primary emotion; otherwise, it retains the two primary emotions labels, which are regraded as compound emotions. Then, the center of a new primary emotion is relocated, and all similarities are recalculated. The consolidated process is repeated until a global stable state is achieved and all the primary and compound emotions remain unchanged.

5 Experiments

In this section, we describe the empirical evaluations of the proposed EmoMix. Since there is no existing method to metric the quality of compound lexica, its performance is verified in following ways: (1) we use a standard task of primary emotion analysis to test EmoMix with traditional lexica on the word and sentence levels; (2) we conduct several case studies of compound emotion analysis to show the potential of EmoMix in different applications.

5.1 Quality of Lexicon on the Word Level

Baseline: To the best of our knowledge, this method is the first method for creating compound emotion lexica. Thus, we can only compare Precision, Recall, and F-measure
of the lexica generated through state-of-the-art methods with the lexicon ALO [21]. We choose ALO as a baseline because it is a large scale manually crafted lexicon and it is widely regarded as a standard in Chinese emotion analysis. The Precision $P$ and Recall $R$ are defined as follows:

$$P = \frac{\sum_{e \in E} |W_{ALO}(e) \cap W_{TestLex}(e)|}{\sum_{e \in E} |W_{TestLex}(e)|},$$

$$R = \frac{\sum_{e \in E} |W_{ALO}(e) \cap W_{TestLex}(e)|}{\sum_{e \in E} |W_{ALO}(e)|};$$

where $E$ is the set of seven emotions, $W_{ALO}(e)$ is the word set in emotion $e$ of ALO, $W_{TestLex}(e)$ is the word set with emotion label $e$ in the testing lexicon, and the F-measure $F$ is defined as $F = \frac{2 \cdot P \cdot R}{P + R}$.

As the emotion categories present in ALO do not exactly match with the ones provided by Plutchik’s wheel (there are seven main classes in ALO while there are eight in Plutchik’s). To meet the baseline ALO, EmoMix is adjusted by merging “trust” and “anticipation” into the emotion “like,” and mapping “joy” to “happiness,” as shown in Tab. 4. For a better comparison, we also use the same seed words in different lexicon construction methods.

**Tuning the Parameter:** There are two adjustable parameters in our method, including the size of emotion subclasses parameter $t$ and the threshold of the top-2 primary emotions $\lambda$. We investigate how the parameter $t$ and threshold $\lambda$ affect the final result of clustering. Generally, to obtain enough numbers of the emotion subclasses, a smaller parameter $t$ is better; however, if we regard each word as a subclass under extreme conditions, then the natural distribution of emotion classes is lost. Finally, we set parameter $t = 0.02$. $\lambda$ is also an important parameter for determining whether it is a primary or compound emotion, and we chose a threshold $\lambda = 7$. Therefore, the words in primary emotion classes would have a domination of emotion distribution.

**Lexicon Evaluation:** Experiments are conducted on the following emotion lexicon generation methods for comparison: (1) The DPM lexicon [17] is built by document-by-emotion matrix $M_{DE}$ and word-by-emotion matrix $M_{WE}$. $M_{DE}$ is built from crowdsourced emotions data and $M_{WE}$ is obtained by using compositional semantic method over $M_{DE}$. (2) The PMI lexicon [10] uses pointwise mutual information (PMI)-based scores and starts from a small set of seed words for emotion lexicon construction. (3) The Lex_yang lexicon [22] is built from a variation of PMI to calculate the collocation strength between candidate word and the emoticon. Every word entry of the lexicon contains several emotion senses ordered by the collocation strength. (4) The Lex_song lexicon [15] is obtained from a multi-label random walk algorithm combining the seed words and emoticons to construct the emotion lexicon. (5) The EmoMix_s lexicon is generated as a special case of our method that uses only emotion space to label words. (6) EmoMix lexicon is built using the full configuration of our method, which combines the emotion space and the cascade clustering algorithm.

The results are shown in Tab. 5, and we can easily find that EmoMix has obvious advantages over DPM and Lex_yang. Although our Precision is only a bit more

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>disgust</td>
<td>disgust</td>
<td>like</td>
<td>like</td>
<td>trust</td>
<td></td>
</tr>
<tr>
<td>sadness</td>
<td>sadness</td>
<td>like</td>
<td>like</td>
<td>anticipation</td>
<td></td>
</tr>
<tr>
<td>anger</td>
<td>anger</td>
<td>fear</td>
<td>fear</td>
<td></td>
<td></td>
</tr>
<tr>
<td>happiness</td>
<td>happiness</td>
<td>joy</td>
<td>surprise</td>
<td></td>
<td></td>
</tr>
<tr>
<td>surprise</td>
<td>surprise</td>
<td>fear</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5. The quality of lexica on emotions

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.202</td>
<td>0.282</td>
<td>0.541</td>
<td>0.520</td>
<td>0.545</td>
<td>0.545</td>
</tr>
<tr>
<td>Recall</td>
<td>0.060</td>
<td>0.083</td>
<td>0.106</td>
<td>0.159</td>
<td>0.236</td>
<td>0.352</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.092</td>
<td>0.128</td>
<td>0.164</td>
<td>0.246</td>
<td>0.308</td>
<td>0.428</td>
</tr>
</tbody>
</table>

Fig. 4. Emotion Performance of Lexica (a): Precision; (b): Recall; (c): F-measure

than Lex_song, our Recall and F-measure were higher, which means it could detect and identify more emotion words. The advantage of EmoMix comes from its emotion expression and the natural distribution of emotion classes.

In addition, we further study the performance of each class in the three best lexica, as shown in Fig. 4. The “like” and “disgust” emotions are higher than other emotions, and “fear” is much lower. In fact, the taxonomy of ALO is not very appropriate for emotion analysis. The reason for this is that their classes of “like” and “disgust” are more similar to “positive” and “negative” in sentiment lexica. For example, the subclasses “trust” and “wish” in “like” are not as fine-grained as “like,” and “suspicion” in “disgust” is the same. We expect that EmoMix can offer more elaborate categories in both emotion classes and subclasses for emotion analysis applications.

5.2 Emotion Classification on the Sentence Level

Sentence level experiments are conducted based on the public dataset, Emotion Analysis in Chinese Weibo Texts (EACWT). This dataset has been widely used to verify primary emotion classification, which is provided for the emotion analysis shared task in NLP&CC2013. The emotional sentences in EACWT are annotated with emotion labels from anger, disgust, fear, happiness, like, sadness, or surprise (the same as in ALO). In this experiment, we compare the performance between the best performance on the sentence level and EmoMix. Furthermore, our results are compared with those obtained by a supervised learning TextCNN [6]. For the unbalanced distribution of the emotion classes, class-by-class classification results are provided as well as the overall performance of experiments.

A straight-forward voting-based algorithm is used for each lexicon to assign emotion labels for sentences, in the same manner as in [15]. Note that our main idea is to compare the quality of lexicon building methods rather than improve the performance of emotion classification on the sentence level; therefore, we only consider the negation and degree words in this task. We also use a basic CNN algorithm with raw training data for the same goal. The results for single-label classification are summarized in Tab. 6. As shown, EmoMix not only outperforms the state-of-the-art lexicon, Lex_song, but it...
also provides a competitive performance with the supervised learning method, TextCNN. It performs poorly when the data is lacking or imbalanced because the results of supervised learning methods are closely impacted by the training dataset. It is worth stressing that Lex-song is a domain-specific lexicon of Weibo, while EmoMix is not; therefore, we expect EmoMix has general applicability in other domains.

Table 6. Sentence level emotion classification

<table>
<thead>
<tr>
<th>Methods</th>
<th>Indicator</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>TexCNN [6]</td>
<td>Anger</td>
<td>0.243</td>
<td>0.197</td>
<td>0.218</td>
<td>0.231</td>
<td>0.256</td>
<td>0.266</td>
<td>0.235</td>
<td>0.204</td>
<td>0.243</td>
</tr>
<tr>
<td></td>
<td>Fear</td>
<td>0.017</td>
<td>0.011</td>
<td>0.013</td>
<td>0.003</td>
<td>0.005</td>
<td>0.010</td>
<td>0.012</td>
<td>0.008</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>Happiness</td>
<td>0.263</td>
<td>0.323</td>
<td>0.252</td>
<td>0.501</td>
<td>0.086</td>
<td>0.147</td>
<td>0.579</td>
<td>0.095</td>
<td>0.163</td>
</tr>
<tr>
<td></td>
<td>Like</td>
<td>0.417</td>
<td>0.436</td>
<td>0.427</td>
<td>0.601</td>
<td>0.320</td>
<td>0.417</td>
<td>0.619</td>
<td>0.345</td>
<td>0.443</td>
</tr>
<tr>
<td></td>
<td>Sadness</td>
<td>0.341</td>
<td>0.371</td>
<td>0.359</td>
<td>0.526</td>
<td>0.099</td>
<td>0.107</td>
<td>0.636</td>
<td>0.099</td>
<td>0.108</td>
</tr>
<tr>
<td></td>
<td>Surprise</td>
<td>0.001</td>
<td>0.014</td>
<td>0.014</td>
<td>0.040</td>
<td>0.015</td>
<td>0.029</td>
<td>0.024</td>
<td>0.017</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>0.227</td>
<td>0.227</td>
<td>0.227</td>
<td>0.532</td>
<td>0.139</td>
<td>0.227</td>
<td>0.581</td>
<td>0.138</td>
<td>0.236</td>
</tr>
</tbody>
</table>

Table 7. Case studies

<table>
<thead>
<tr>
<th>ID</th>
<th>Text</th>
<th>Type</th>
<th>Media</th>
<th>ALO</th>
<th>EmoMix</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>有他们的地方就有平安！(which translates to: “Where they are, there is peace!”)</td>
<td>Sentence</td>
<td>Headline</td>
<td>Like</td>
<td>Love</td>
</tr>
<tr>
<td>2</td>
<td>深圳虐童事件背后：社会该如何预防父母虐童？(which translates to: “Behind the event that parents abused their daughter in Shenzhen: how to prevent child abuse?”)</td>
<td>Sentence</td>
<td>Microblog</td>
<td>Anger</td>
<td>Anxiety</td>
</tr>
<tr>
<td>3</td>
<td>我只能把这份不能爱的爱，深藏心底，我只能这样静静的去品尝心中的酸甜苦辣……每一次的回忆，都让我身心震撼，每一次的回忆，都叫我无法去控制自己那颗跳动的心！(which translates to: “I can only put this love which is not love, deep in my heart, I can only quietly taste the bittersweet…… Every time I think of it, it will make me shocked and I cannot control my beating heart!”)</td>
<td>Paragraph</td>
<td>Blogs</td>
<td>Surprise</td>
<td>Sentimentality</td>
</tr>
<tr>
<td>4</td>
<td>《丑小鸭》选段：他拍拍翅膀，发现翅膀比以前有力得多。他试了两下，竟然可以飞起来了！他飞出沼泽，飞过森林，到了一个美丽的湖边，这时，他又看见了那群美丽的天鹅。正在水面上游来游去……“杀死我吧，哦，杀死我吧！”他把头低低地垂到水面上，只等待着死，(which translates to: “The Ugly Duckling” Then, all at once, the duckling raised his wings and they flapped with much greater strength than before. Before he knew it, he found himself in a large garden where the apple trees were in full blossom and long branches of lilacs overhung the shores of the lake... “Kill me! Oh, kill me!” said the poor duckling, and he waited for his death bowing his head towards the water”)</td>
<td>Chapter</td>
<td>Fairy Tales</td>
<td>Sadness</td>
<td>Despair</td>
</tr>
</tbody>
</table>

**Headlines.** Headlines are an important text that are used to attract readers, and they directly affect the subsequence output of news media. Moreover, headlines are not just about the topics, but they are also about the emotion expressed regarding the topic. Readers often determine whether to read on according to the emotional orientation of news headline, and hence, fine-grained emotion analysis cannot be ignored. As an ex-
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ample, the emotion “admiration” has a higher distinction over “like,” and applying this study to headlines would help build more personalized recommendation services.

**Microblogs.** A traditional microblog is limited to 140 words, which is called a short-text. Users often express their feelings with one or a few sentences. However, they might not realize that the emotions in microblogs could affect their relationship with friends. Mood management, a burgeoning psychological assistant application, could help users improve the control ability of emotions. In particular, some special psychological assistant application, like the detection of autism and depression, could effectively help users and family monitor their moods and avoid tragedies. During this process, fine-grained emotions can assist doctors to find out about different psychological characteristics and provide more options for the treatment or prevention.

**Blogs.** A blog is another type of writing for self-expression that can be a paragraph or an article. Bloggers have enough space to express their feelings, and thus the emotions in blogs are usually exquisite, complex, and multiple. A blogger may have buried an inexpressible feeling or sentimentality, at the bottom of her heart; traditional primary emotions are limited by the number of categories, and they would be insufficient at expressing such complex feelings.

**Fairy tales.** Literature is a much larger category of text that can be as long as a chapter level or a document level. Authors like to write many foreshadowing plots to highlight protagonists’ emotions. For example, in The Ugly Duckling, after so much suffering, the ducking’s feeling of despair is very difficult to express with only a primary emotion. It is worth mentioning that the emotional analysis of literature has a business value in Text-to-Speech (TTS), which could make the voice of machine more emotional.

Our findings indicate that the value of compound emotions in question is indeed competitive. These results pave the way to the practical analysis emotions in real life with simple, and comprehensible analysis benchmarks.

### 6 Conclusion and Future Work

In this paper, we presented EmoMix, a compound emotion lexicon, which was built using a novel construction method. Based on Plutchik’s wheel of emotions, we first constructed the emotion space by using four pairs of primary emotions and mapped the word embeddings into it. Then, to group the words naturally, a cascade clustering algorithm was applied, and the candidate words were classified into primary and compound emotion classes. Experimental results showed that EmoMix was competitive to the current state-of-the-art lexica on primary emotion classification. Additionally, it had a promising performance on compound emotion analysis over other lexica.

In future work, we would like to add a combination for the intensity and extend the method to the other languages. In addition, we will further enhance the quality and capacity of our compound emotion lexicon, EmoMix.
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