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Abstract. A hybrid ensemble learning approach is proposed to forecast finan-

cial time series combining AdaBoost algorithm and Long Short-Term Memory 

(LSTM) network. Firstly, by using AdaBoost algorithm the database is trained 

to get the training samples. Secondly, the LSTM is utilized to forecast each 

training sample separately. Thirdly, AdaBoost algorithm is used to integrate the 

forecasting results of all the LSTM predictors to generate the ensemble results. 

Two major daily exchange rate datasets and two stock market index datasets are 

selected for model evaluation and comparison. The empirical results demon-

strate that the proposed AdaBoost-LSTM ensemble learning approach outper-

forms some other single forecasting models and ensemble learning approaches. 

This suggests that the AdaBoost-LSTM ensemble learning approach is a highly 

promising approach for financial time series data forecasting, especially for the 

time series data with nonlinearity and irregularity, such as exchange rates and 

stock indexes. 

Keywords: Financial time series forecasting, long short-term memory network, 

AdaBoost algorithm, ensemble learning. 

1 Introduction 

Financial markets are affected by many factors, such as economic conditions, political 

events, traders’ expectations and so on. Hence, financial time series forecasting is 

usually regarded as one of the most challenging tasks due to the nonlinearity and ir-

regularity. How to forecast financial time series accurately is still an open question 

with respect to the economic and social organization of modern society. Many com-

mon econometric and statistical models have been applied to forecast financial time 

series, such as autoregressive integrated moving average (ARIMA) model [1], vector 

auto-regression (VAR) model [2] and error correction model (ECM) [3]. However, 

traditional models fail to capture the nonlinearity and complexity of financial time 

series which lead to poor forecasting accuracy. Hence, exploring more effective fore-

casting methods, which possess enough learning capacity, is really necessary for fore-
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casting financial time series. Thus, nonlinear and more complex artificial intelligence 

methods are introduced to forecast financial time series, such as artificial neural net-

works (ANNs) [4-5], support vector regression (SVR) [6] and deep learning method 

[7]. 

The forecasting accuracy of those nonlinear artificial intelligence methods are usually 

better than the common econometric and statistical models, while they also suffer 

from many problems, such as parameter optimization and overfitting. Hence, many 

hybrid forecasting approaches are proposed to get better forecasting performance [8-

13]. So far, the decomposition ensemble learning approach has been widely used to 

forecast time series in many fields, such as financial time series forecasting [14-15], 

crude oil price forecasting [16], nuclear energy consumption forecasting [17], PM2.5 

concentration forecasting [18], etc. According to the existing literatures, ANNs are 

the most common used methods both in single model forecasting and hybrid model 

forecasting, which demonstrates that ANNs are really suitable for time series forecast-

ing. If the advantages of different ANNs methods are combined, a better forecasting 

performance can be obtained. Long short-term memory (LSTM) neural network is a 

kind of deep neural networks, while it possesses similar properties of recurrent neural 

network (RNN). Therefore, LSTM is a better choice for financial time series forecast-

ing. In addition, the above ensemble learning approach usually chooses AdaBoost to 

integrate different LSTM forecasters. 

In this study, an AdaBoost-based LSTM ensemble learning approach is firstly pro-

posed to forecast financial time series, combining AdaBoost ensemble algorithm and 

LSTM neural network. LSTM is considered as weak forecasters and AdaBoost is 

utilized as an ensemble tool. The rest of this paper is organized as follows: the pro-

posed method is briefly introduced in Section 2. Section 3 gives the empirical results 

and Section 4 provides the conclusions. 

2 AdaBoost-LSTM ensemble learning approach  

Suppose there is a time series, we would like to make the m-step ahead forecasting. It 

is noticing that the iterative forecasting strategy is implemented in this paper, which 

can be expressed as: 

 ̂                                                           (1) 

where  ̂ is the forecasting value,    is the actual value in period t, and p denotes the 

lag orders. 

In this study, the AdaBoost algorithm is introduced to integrate a set of LSTM predic-

tors. An AdaBoost-LSTM ensemble learning approach is proposed for financial time 

series forecasting, and the flowchart is illustrated in Fig. 1. The proposed AdaBoost-

LSTM ensemble learning approach consists of three main steps: 

1) The sampling weights {  
 } of the training samples {  }   

 are calculated as fol-

lows: 

            
  

 

 
                                                   (2) 

where N is the number of LSTM predictors, T is the number of training samples. 
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2) The LSTM predictor    is trained by the training samples which are sampled ac-

cording to the sampling weights   
 . 

3) The foresting error {  
 } and ensemble weights {  } of the LSTM predictor    are 

calculated as follows: 

         
  

|    ̂  |

  
                                                 (3) 

      
 

 
   (

  ∑   
  

   

∑   
  

   
)                                                (4) 

4) Update the sampling weights {    
 } of the training samples  {  }   

  as follows: 

       
  

  
   

 

∑   
   

  
   

                                                (5) 

where   
        

   is the update rate of training sample tx . 

5) Repeat the step 2-4 until all the LSTM predictors are obtained. 

6) The final forecasting result is generated by integrating the forecasting results of all 

the LSTM predictors with ensemble weights. 

 

Fig. 1. The flowchart of the AdaBoost-LSTM ensemble learning approach. 

3 Empirical study 

3.1 Data Description and Evaluation Criteria 

The data in this research comprises of two typical stock indexes (S&P 500 index and 

Shanghai composite index (SHCI)) and two main exchange rates (the euro against the 

US dollars (EUR/USD) and the US dollars against the China yuan (USD/CNY)). The 

historical data are daily data, collected from the Wind Database 

(http://www.wind.com.cn/). The datasets are then divided into in-sample subsets and 

out-of-sample subsets, as illustrated in Table 1. 

Table 1. In-sample and out-of-sample dataset of the stock indexes and exchange rates. 

Time Series Sample type From To Sample size 

S&P 500 
in-sample January 2, 2015 December 30, 2016 504 

out-of-sample January 3, 2017 May 31, 2017 103 
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SHCI 
in-sample January 5, 2015 December 30, 2016 488 

out-of-sample January 3, 2017 May 31, 2017 97 

EUR/USD 
in-sample January 1, 2015 December 30, 2016 527 

out-of-sample January 2, 2017 May 31, 2017 108 

USD/CNY 
in-sample January 5, 2015 December 30, 2016 488 

out-of-sample January 3, 2017 May 31, 2017 97 

Table 2 shows the descriptive statistics of those research data. The difference of sta-

tistics between the four series can be obviously seen from Table 2. 

Table 2. The descriptive statistics of the stock indexes and exchange rates. 

Time series Minimum Maximum Mean Std.* Skewness Kurtosis 

S&P 500 1828.08 2415.82 2123.51 127.69 0.50 2.90 

SHCI 2655.66 5166.35 3332.45 488.95 1.71 5.69 

EURUSD 1.04 1.21 1.10 0.03 0.09 2.98 

USDCNY 6.19 6.96 6.54 0.25 0.15 1.70 

 Note: Std.
*
 refers to the standard deviation. 

In order to evaluate the forecasting performance of the proposed AdaBoost-LSTM 

ensemble learning approach, mean absolute percentage error (MAPE) and directional 

symmetry (DS) are employed to evaluate the level forecasting accuracy and direction-

al forecasting accuracy, respectively. MAPE and DS are defined as follows: 

     
 

 
∑ |

    ̂ 

  
|       

                                                     (6) 

   
 

   
∑   

 
         ,    {

             ̂         

                                          
       (7) 

where  ̂  is the forecasting value,    is the actual value, and n is the number of obser-

vation samples. 

3.2 Forecasting performance comparison 

The forecasting performances of the proposed AdaBoost-LSTM ensemble learning 

approach and benchmarks are discussed in this section. Tables 3-6 show the compari-

son results of MAPE and DS evaluation criteria, which show that the out-of-sample 

forecasting performance of the proposed approach is better than that of the bench-

marks for all of the four financial time series and demonstrates that the proposed ap-

proach is an effective tool for financial time series forecasting. 

As shown in Tables 3-6, the proposed approach significantly outperforms all of the 

benchmark models by means of level forecasting accuracy and directional forecasting 

accuracy for the stock indexes and exchange rates. Overall, the ensemble learning 

approaches outperform the single models, while individual LSTM, ELM, SVR and 

MLP models consistently outperform ARIMA models in terms of MAPE and DS. 

Moreover, the proposed AdaBoost-LSTM ensemble learning approach produces 

19.44-22.33% better directional forecasts than ARIMA models, reaching up to an 

accuracy rate of 76.68% in out-of-sample directional forecasting for the EUR/USD. 
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Table 3. Forecasting performance of different models for stock indexes 

 Models 
S&P 500 SHCI 

MAPE (%) DS (%) MAPE (%) DS (%) 

Single 

forecasts 

ARIMA 4.973 52.43 5.162 51.55 

MLPNN 3.114 63.11 2.661 55.67 

SVR 2.025 66.02 2.126 60.82 

ELM 1.974 66.02 1.024 59.79 

LSTM 1.045 66.99 0.925 62.89 

Ensemble 

forecasts 

AdaBoost-MLP 1.023 70.87 0.918 67.01 

AdaBoost-SVR 0.841 72.82 1.106 71.13 

AdaBoost-ELM 0.782 71.84 0.692 70.10 

AdaBoost-LSTM 0.413 74.76 0.312 73.20 

Table 4. Forecasting performance of different models for exchange rates series. 

 Models 
EURUSD USDCNY 

MAPE (%) DS (%) MAPE (%) DS (%) 

Single 

forecasts 

ARIMA 4.169 57.41 3.973 55.67 

MLPNN 1.973 67.59 2.034 60.82 

SVR 1.164 70.37 1.615 70.10 

ELM 1.035 68.52 0.993 67.01 

LSTM 0.917 69.44 1.024 69.07 

Ensemble 

forecasts 

AdaBoost-MLP 0.643 75.00 0.781 71.13 

AdaBoost-SVR 0.534 73.15 0.497 72.16 

AdaBoost-ELM 0.346 74.07 0.268 74.23 

AdaBoost-LSTM 0.172 76.85 0.113 76.29 

Table 5. MAPE comparison with different ensemble forecasting approaches. 

 Ensemble models 
Number of forecasters 

K=10 K=20 K=30 K=40 K=50 

S&P 500 

AdaBoost-MLP 1.023 0.993 1.126 1.205 1.021 

AdaBoost-SVR 0.841 0.917 0.864 0.968 0.845 

AdaBoost-ELM 0.782 0.754 0.793 0.801 0.785 

AdaBoost-LSTM 0.413 0.397 0.402 0.419 0.385 

SHCI 

AdaBoost-MLP 0.918 1.216 1.039 1.114 1.063 

AdaBoost-SVR 1.106 0.987 1.025 1.203 1.287 

AdaBoost-ELM 0.692 0.682 0.705 0.712 0.695 

AdaBoost-LSTM 0.312 0.295 0.323 0.298 0.347 

EUR/USD 

AdaBoost-MLP 0.643 0.711 0.669 0.683 0.702 

AdaBoost-SVR 0.534 0.602 0.585 0.596 0.562 

AdaBoost-ELM 0.346 0.369 0.401 0.327 0.364 

AdaBoost-LSTM 0.172 0.119 0.187 0.254 0.306 

USD/CNY 

AdaBoost-MLP 0.781 0.816 0.798 0.833 0.778 

AdaBoost-SVR 0.497 0.506 0.485 0.523 0.519 

AdaBoost-ELM 0.268 0.314 0.296 0.337 0.274 

AdaBoost-LSTM 0.113 0.107 0.235 0.196 0.273 
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Table 6. DS comparison with different ensemble forecasting approaches. 

 
Ensemble mod-

els 

Number of forecasters 

K=10 K=20 K=30 K=40 K=50 

S&P 500 

AdaBoost-MLP 70.87 69.90 71.84 70.87 69.90 

AdaBoost-SVR 72.82 70.87 70.87 72.82 73.79 

AdaBoost-ELM 71.84 72.82 72.82 73.79 71.84 

AdaBoost-LSTM 74.76 74.76 73.79 74.76 75.73 

SHCI 

AdaBoost-MLP 67.01 65.98 67.01 64.95 68.04 

AdaBoost-SVR 71.13 69.07 70.10 71.13 69.07 

AdaBoost-ELM 70.10 71.13 69.07 70.10 71.13 

AdaBoost-LSTM 73.20 74.23 72.16 75.26 74.23 

EUR/USD 

AdaBoost-MLP 75.00 72.22 74.07 73.15 74.07 

AdaBoost-SVR 73.15 74.07 75.00 73.15 72.22 

AdaBoost-ELM 74.07 73.15 73.15 74.07 76.85 

AdaBoost-LSTM 76.85 75.93 76.85 75.93 77.78 

USD/CNY 

AdaBoost-MLP 71.13 70.10 72.16 70.10 74.23 

AdaBoost-SVR 72.16 75.26 73.20 74.23 74.23 

AdaBoost-ELM 74.23 73.20 74.23 72.16 72.16 

AdaBoost-LSTM 76.29 77.32 75.26 75.26 76.29 

In summary, some interesting findings can be summarized: (1) the proposed Ada-

Boost-LSTM outperforms all of the benchmark models in different forecasting hori-

zons, which implies that the AdaBoost-LSTM ensemble learning approach is a pow-

erful learning approach for financial time series forecasting in both level accuracy and 

directional accuracy; (2) it clearly shows that the hybrid ensemble approach with 

AdaBoost is much better than the one without ensemble by means of level accuracy 

and directional accuracy, which reveals that AdaBoost is a more effective ensemble 

algorithm; (3) the forecasting performance of hybrid ensemble learning approaches 

are significantly better than single models. The possible reason is that the ensemble 

can dramatically improve the forecasting performance of single models. 

4 Conclusions  

This paper proposes an AdaBoost-LSTM ensemble learning approach which employs 

AdaBoost algorithm to integrate the forecasting results of LSTM forecasts. Then, the 

proposed AdaBoost-LSTM ensemble learning approach is applied to forecast finan-

cial time series, including stock indexes and exchange rates. For model evaluation and 

model comparison, four typical financial time series data are collected to test the 

model performance. The empirical results show that the proposed AdaBoost-LSTM 

ensemble learning approach can significantly improve forecasting performance and 

outperform some other single forecasting models and some other ensemble learning 

approaches in terms of both level forecasting accuracy and directional forecasting 

accuracy, which demonstrates that the proposed approach is really a promising ap-

proach for financial time series forecasting. What’s more, the proposed approach can 

also be employed to solve other complex time series forecasting problems, such as 

crude oil price forecasting, wind speed forecasting, traffic flow forecasting, etc. 
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