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Abstract. The quality control and evaluation of traffic detector data are a
prerequisite for subsequent applications. Considering that the PCA method is
not ideal when detecting fault information with time-varying and multi-scale
features, an improved MSPCA model is proposed in this paper. In combination
with wavelet packet energy analysis and principal component analysis, data
fault identification for traffic detectors is realized. On the basis of traditional
multi-scale principal component analysis, detailed information is obtained by
wavelet packet multi-scale decomposition, and a principal component analysis
model is established in different scale matrices; fault data is separated by
wavelet packet energy difference; according to the time characteristics and
space of the detector data Correlation fixes fault data. Through case analysis,
the feasibility of the method was verified.
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1 Introduction

The development of information technology and the wide application of various
traffic detectors provide a large amount of traffic data for the intelligent transportation
system. However, traffic detector inherent defects, disrepair, communication failures
and environmental impact and other factors can produce traffic flow fault data, and
reduce the credibility of data, thus affecting the reliability of traffic system[1].
Therefore, it is of great significance to identify the traffic flow fault data and to repair
it reasonably and improve the quality of traffic detection data.

At present, the research on traffic detector fault data identification is mainly
divided into data fault recognition based on traffic flow three-parameter law, data
fault recognition based on statistical analysis and data fault recognition based on
artificial intelligence[2]. Xu Cheng[3] designed the method of data quality control by
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analyzing the influence of sampling interval of detector and intrinsic law of three
parameters of traffic flow. Xiao Q[4] uses wavelet analysis and least square method to
study the detection of traffic flow anomaly data, and effectively reduces the
misjudgment rate and false rate. Ngan H Y T[5] proposes a Dirichlet process hybrid
model to identify the traffic detector abnormal data, which has good robustness.
Wong C H M[6] and Dang T T[7] first identify potential outliers by clustering, and use
principal component analysis (PCA) to transform ST (spatial temporal) signals into
two-dimensional coordinate planes to reduce the size. Furthermore many scholars
have proposed a multi-scale principal component analysis (MSPCA) model, which
combines principal component analysis to remove correlation among variables,
extract the decisive characteristics of wavelet analysis, and remove the advantages of
measurement auto-correlation, and calculate the PCA model of wavelet coefficients at
all scales. Traffic flow data restoration is one of the important measures to ensure the
quality of data, and its research mainly focuses on time correlation, spatial correlation
and historical correlation[8].

To summarize, principal component analysis is limited to the establishment of a
fixed and single scale model. When detecting the time varying and the multi-scale
characteristics of fault information, the method is not ideal. Therefore, we combine
wavelet analysis with PCA, and use PCA to do multivariate statistical analysis of off-
line data. Aiming at data fault recognition problem of traffic detector, a fault data
identification and repair model based on improved multi-scale principal component
analysis is proposed in this paper. First, the wavelet packet is used to decompose the
original data with multi-scale, and the corresponding principal component analysis
model is established. Then the real value of the fault data is estimated based on the
temporal characteristics and spatial correlation.

2 Fault data recognition model based on improved MSPCA

In the actual traffic data monitoring process, the distribution of noise is random. Its
intensity is also time-variable. However, when dealing with wavelet coefficients
beyond the statistical control limit, MSPCA uses a uniform threshold at this scale to
reconstruct the wavelet without considering the time variability of the noise, so part of
the noise is mistakenly identified as a fault to be separated and partially covered by
the noise of the fault will be expanded, leading to false alarm phenomenon.

At the same time, in order to solve the problems of MSPCA modeling fixed,
principal component subspace and SPE(Squared prediction error), and single
parameter, this paper draws on the idea of adaptive PCA's principal component
recursion, and modifies the following three points for traditional MSPCA:
(1) Subsection processing of traffic flow data.
(2) The wavelet decomposition is changed to wavelet packet decomposition to
improve the resolution of the model
(3) Detection of fault information by using wavelet packet energy difference method.

Figure 1 shows the flow chart of the improved method .
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Fig. 1. The flow chart of the improved method .
Step 1: Sampling the detector to get the original data.

A sample data containing m sensors: mRx , in the sample data, each sensor has n
independent sample data, which is constructed into a data matrix X of nm size,
where each column of X represents a measurement variable, and each row represents
a sample.

Step 2: By cov( )
1

TX XS x
n

 


calculating the co-variance matrix of X

Step 3: Calculate the eigenvalues and eigenvectors of the related data matrix  .
The co-variance of the main element is  represents the larger eigenvalues(v) of the

former A of the S.
Step 4: Calculate the main element XPT  .

Where m AP R  is the load matrix, n AT R  is the scoring matrix, and the columns
of T are called principal variables and A is the number of principal components.

The principal component T represents the projection of the data matrix x in the
direction of the load vector corresponding to this principal component. The larger its
length, the greater the degree of coverage or variation of x in the p direction.
If �� > �� >…> �� ， then 1P represents the maximum direction of the data X
change, and mP represents the smallest direction of the data change.
Step 5: Calculate the principal component cumulative variance and contribution rate.

The cumulative variance contribution rate indicates that the amount of data that the
former A principal can explain accounts for 6 of the total data.

According to CPV to calculate, normally when CPV reaches 85% or more, the
previous principal can be assumed to explain most of the data changes.
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3 Fault data repair model

3.1 Data restoration based on time characteristics

The trend of traffic flow time series is positively correlated with the trend of historical
time series, but when the traffic density is small and crowded, the interaction between
vehicles becomes very small. At this time, traffic flow time series shows short-range
correlation.
Using the ARIMA model to establish a model of the stationary sequence, and

through the inverse change to the original sequence.
The general form of the ARIMA process can be expressed as

follows: (B)z (B) (B)ad
t t tz     .

tz : original sequence
a t : white noise sequence

2
1 2(B) 1 ... p

pB B B        (1)
2

1 2(B) 1 ... q
qB B B       

(2)
3.2 Data restoration based on space characteristics

In the traffic network, the traffic flow in the road section is affected by the upstream
and downstream sections in the spatial characteristics, and the traffic flow sequences
in the upstream and downstream sections show some correlations in time
characteristics.
By statistics, correlation reflects the linear correlation between different sets of

data, the greater the correlation can be linearly expressed with each other. Therefore,
based on the adjacent sections of traffic flow data as an independent variable, using
multiple linear regression model for traffic flow repair.

               etxtxtxtxtxtxftx  max88max22max111 ,,,,,,,,,1   (3)
 tx1 、  11 tx means the traffic flow parameter value at the moment t and t-1 when

the detector No.1 is at the cross-section, and so on ，  f is a function to be
estimated， max is the maximum time lag value, e is relative error.

4 Case study

The data of the coil detector in the intersection of Chongqing is selected as the
experimental data source during the week（2016-08-15 to 2016-08-20） .There is a
coil in front of the stop line in each lane of the intersection. There are 8 coils in total.
Each detector generates about 555 data a day. The data amount every day for 555 8.
In coil No. 3, two faults occur between data points 300-400. Using the correlation of
the data in time and space to repair fault data.
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4.1 Data fault recognition and analysis.

Fig. 2. Energy difference result of third layer decomposition
Using No.1 detector as a typical example, figure 2 shows the energy difference of

eight vectors decomposed by layer 3 wavelet packet of the detector data. The dashed
line represents the energy difference threshold of each component. It can be seen that
the node [3,0] and [3,7] found fault information with different degree of data failure
near 150-200.

(a) Improved MSPCA-T2 (b) Improved MSPCA-SPE

Fig. 3. Control chart of improved MSPCA fault diagnosis model

To validate the advantages of the proposed fault diagnosis data model, this paper will
first signal to be detected in scale after wavelet packet decomposition for 3, every
dimension are calculated respectively under the corresponding normal data with
wavelet packet energy scale energy difference between the same below nodes. After
discovering the node with obvious abnormality, that is, when the fault information is
found, the node data matrix of the signal is modeled by MSPCA modeling and
improved MSPCA.
Inspected after wavelet threshold in addition to the noise signal, the

reconstructed signal dimension is 3 after wavelet packet decomposition, received

ICCS Camera Ready Version 2018
To cite this paper please use the final published version:

DOI: 10.1007/978-3-319-93713-7_52

https://dx.doi.org/10.1007/978-3-319-93713-7_52


the first scale 2 nodes energy, the second dimension for 4, the third dimension
won eight node energy. Every dimension are calculated respectively under the
corresponding normal data with wavelet packet energy scale with the node, the
energy difference between the to find more apparent anomaly node, which found
that after the location of fault information, the node data matrix of this signal
PCA modeling, the result is shown in figure 3.
4.2 Data recovery

(a) Traffic flow data based on time characteristic repair

(b) Traffic flow data based on spatial correlation repair

Fig. 5. Traffic flow data of No.3 detector

For each model training, firstly, the original data sequence stability was verified by
the ADF unit root, and the difference number d was determined and the time sequence
was smooth and steady. Secondly, the model order number p and q are determined by
AIC criterion, and the model parameters are estimated. Finally, the obtained model is
used to repair and restore the difference. The fix results are shown in figure 5(a).

First, select the collect data of the fifth day to analyze. Calculate the rest of the
detector flow data of correlation coefficients of data collected from the detector No.3,
when the time lag values are 0, 1, 2, 3, respectively. Secondly, set the correlation
coefficient threshold as (0.8,1). The sequence of conforming data is used as a
preselected independent variable, corresponding detector No.3 is a dependent
variable .Spatial estimation model of traffic flow by stepwise linear regression.

3_ 1_( 2) 2 _( 1) 4 _( 1)3.017 0.276 0.511 0.203t t t tQ Q Q Q      (4)
Among them, 1_( 2)tQ  , 2 _( 1)tQ  and 4 _( 1)tQ  , respectively represents the traffic flow of
detectors No.1, 2, 4 during t, t-1 and t-2 periods.

The traffic flow data collected by the detector 3 at 2016-08-08 is repaired by the
formula (4), and the result is shown in figure 5(b).
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5 Conclusion

In this paper, fault diagnosis and data restoration of traffic flow data are studied.
Considering that the time-varying and multiscale features of PCA fault information
are not ideal, this paper proposes an improved MSPCA model. Based on the
traditional MSPCA model, using wavelet packet decomposition, and then wavelet
packet energy difference method is used. Detect fault information and separate fault
data to improve detection accuracy. Then use the repair model to calculate the true
value according to the temporal and spatial correlation of the traffic flow data
respectively.Case studies have found that the improved MSPCA fault data diagnosis
model and data repair model can effectively identify abnormal data and repair it.
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