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Abstract. Detection of Cardiac Arrhythmia (CA) is performed using
the clinical analysis of the electrocardiogram (ECG) of a patient to pre-
vent cardiovascular diseases. Machine Learning Algorithms have been
presented as promising tools in aid of CA diagnoses, with emphasis on
those related to automatic classification. However, these algorithms suf-
fer from two traditional problems related to classification: (1) excessive
number of numerical attributes generated from the decomposition of an
ECG; and (2) the number of patients diagnosed with CAs is much lower
than those classified as “normal” leading to very unbalanced datasets. In
this paper, we combine in a coordinate way several data mining tech-
niques, such as clustering, feature selection, oversampling strategies and
automatic classification algorithms to create more efficient classification
models to identify the disease. In our evaluations, using a traditional
dataset provided by the UCI, we were able to improve significantly the
effectiveness of Random Forest classification algorithm achieving an ac-
curacy of over 88%, a value higher than the best already reported in the
literature.

Keywords: Cardiac Arrhythmia Detection · Automatic Classification ·
Machine Learning.

1 Introduction

Cardiovascular diseases are still one of the leading causes of death in the world.
One of the major abnormalities associated with these diseases is Cardiac Ar-
rhythmia (CA), which can be detected by the specialist through a clinical anal-
ysis of the patient’s electrocardiogram (ECG). Early detection of CA can aid in
treatment, significantly reducing the risk of patient’s life. However, their discov-
ery in the onset of the first clues is a difficult task since they involve evaluating
the several variables present in an ECG.
? This work was partially supported by CNPq, CAPES, Fapemig, INWEB and
MAsWeb.
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In order to assist specialists in the diagnosis of cardiovascular diseases, a re-
cent and promising line of research has been adopted, that corresponds the use of
methods based on Machine Learning in the detection of Arrhythmia [18]. From
a previous set of ECG examinations duly and manually classified by medical
specialists, a learning technique is applied resulting in a classification model. So,
this model can be used by the physician in the evaluation/classification of new
patient’s ECG. However, the process of creating effective classification models
is challenged by two main issues: (1) each ECG consists of a very large set of
attributes; and (2) datasets related to ECG assessments are very unbalanced,
since the number of patients diagnosed with CA is much smaller than those clas-
sified as “normal”. While the first question is related to computational cost [24],
the second one limits the learning process of the smaller classes [7], which are
precisely the targets of the models in this scenario.

The questions mentioned above can be solved employing some data pre-
processing strategies, on which the most common ones are Feature Selection
techniques (FS) [24, 2, 17] and oversampling approaches [7, 4, 8]. FS consists of
techniques that can measure the importance of each attribute in the construc-
tion of the classification model for a given base, returning those attributes more
relevant, aiming to solve the first question previously presented. Oversampling
consists of replicate/combine samples related to smaller classes, generating new
samples to compose the dataset with a smaller unbalance, increasing the amount
of information associated with the smaller classes, thus relating to the second
question. Regarding the techniques of oversampling, although we find significant
results in the literature related to efficacy in collections of data whose unbal-
ance is even more pronounced, as in the CA detection scenario, the excessive
generation of artificial samples can generate distortions which compromise the
effectiveness of the classification model generated. From this finding, recently
in [26], the authors present a technique called Classification using lOcal clus-
tering with OverSampling (COG-OS), which consists, briefly, in the application
of some clustering technique in classes splitting them into other smaller classes
and then applying oversampling techniques considering the new distribution of
generated classes. The authors’ premise is that fewer artificial samples need to
be generated, thereby reducing distortions in the generation of the classification
model.

Therefore, in this paper, we proposed the combination, in a coordinated way,
of several data mining and data preprocessing techniques aiming at the gen-
eration of more efficient (lower computational cost) and efficient classification
models for the CA detection problem. More specifically, different classification
algorithms were evaluated, combined with FS, clustering and oversampling tech-
niques. To evaluate our proposal, we consider one of the collections of data
related to the CA more referenced in the literature [16]. In our experimental
analysis, we demonstrate that these strategies are complementary and, when
appropriately combined, can result in a more efficient classification model. For
example, while a classification model constructed based on the algorithm Ran-
dom Forest using the collection of data without any preprocessing results in an
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accuracy of 63%, the model generated after the application of an FS technique
achieve an accuracy of 72%. Moreover, the model generated after the application
of clustering and oversampling strategies results in an accuracy of approximately
82%. Finally, the model that combines all these strategies achieves an accuracy
of over 88%, a value higher than the best already reported in the literature.

Roadmap. The remaining of paper is organized as follows. Section 2 presents
some related works. The work methodology is presented in Section 3. In Section
4 the results of the experimental evaluation are discussed and the conclusions
and future work are presented in Section 5.

2 Related Work

In recent years, several investigations related to the classification of CA have
been performed, with the primary objective being the detection of arrhythmia
using classification models. Felipe et al. [19] developed some CA classification
models using eight different sets of variables related to the onset of CA in peo-
ple. These variables were collected in real time from patients hospitalized at the
Hospital Center of Porto, such as vital signs, laboratory results, among others.
These are well-controlled data (not public) and related only to hospitalized pa-
tients, resulting in a relatively balanced collection, different from the collection
considered in our study. Using the SVM classification algorithm, the authors
achieved a 95% of accuracy.

Samad et al. [22] compared three classifiers based on their accuracy for the
detection of the cardiac arrhythmia in the UCI dataset [16], the same one used
in our paper. The classification algorithms k-NN, Naive Bayes and Decision Tree
were used. The most relevant result was obtained by k-NN, reaching an accuracy
of 66.96%. Moreover, this paper provides a detailed explanation of the conversion
of an ECG into numerical values for using in machine learning tasks. Shivajirao
et al. [14] created an intelligent system based on artificial neural networks to
determine the classification of the presence or absence of CA, also using the UCI
dataset. The authors used the Multilayer Perceptron model with the Backprop-
agation technique, reaching an accuracy of 86.67%, the best-reported result in
the literature for this collection. As we will show in Section 4, combining Fea-
ture Selection (FS), clustering and oversampling techniques, we achieve superior
results (i.e., 88.8% accuracy).

An FS technique is used to designate a score for each attribute to assess
its importance in the learning task. In [28], the authors compare the perfor-
mance of some metrics, such as Information Gain (IG), χ2, Odds Ratio (OR)
and Correlation Coefficient (CC). In our paper, we consider CfsSubsetEval [12].
Concerning clustering techniques, there are several proposals in the literature [5].
These are from straightforward and usable techniques in several scenarios, such
as K-Means [10], to some more elaborate and accurate for certain contexts, such
as subspace clustering [1] and partitioning clustering [5]. In our paper, we con-
sider only the K-Means, but other strategies can be evaluated in the future, as
detailed in Section 5.
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Finally, regarding oversampling techniques, Wu et al. [26] have developed an
approach to address the problem of class unbalance that overcomes the other ones
to predict rare classes. The method, titled Classification using lOcal clustering
(COG), applies a clustering technique to divide the major classes into smaller
subclasses. A significant improvement in the efficacy of supervised classification
algorithms was observed in the results. A variation of the COG was also shown by
applying the local clustering method together with an oversampling technique.
This change was called Classification using lOcal clustering with OverSampling
(COG-OS), being one of the techniques adopted in our approach.

3 Methodology

In this section, we present the methodology adopted to combine different data
mining techniques, such as feature selection, oversampling and automatic super-
vised classification algorithms to improve the process of automatically identifying
Cardiac Arrhythmia. First, we present the techniques considered by each step
of our methodology. Next, we present the different strategies followed by the
methodology to combine the techniques, which corresponds to evaluating the
classification algorithms applying different data preprocessing approaches (i.e.,
feature selection, clustering and oversampling). Finally, we present the metrics
adopted to evaluate each one of the combinations.

3.1 Data Mining Techniques

In this section, we present the algorithms considered in our paper. For all of them,
we adopt the implementations provided by Weka [25], an educational software
package, which has several data mining algorithms implemented, including clas-
sification, feature selection, oversampling and clustering. Next, we detail these
algorithms.

Feature Selection For this paper we considered the CfsSubsetEval [12], which
calculates, for each subset of attributes, the correlation of each of them with the
dataset classes. In this case, it is desirable the subset that has a high correlation
with a class in which each attribute of the subset has a low correlation with each
other. Thus, it adds/removes attributes until it reaches a subset that has only
the most relevant attributes to predict the desired class.

Clustering The clustering algorithm chosen was the K-Means [9], which con-
sists of partitioning the objects into K groups where each object belongs to a
group. The algorithm creates K centers in the object space and continues to
change the location of its centers until the number of objects in each center from
one iteration to another does not modify. The WCSS value is determined by
Equation 1, where Sk is the set of observations in the kth cluster and x̄kj is the
jth variable of the cluster center for the kth cluster.
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To determine the number K, the Within-Cluster Sum of Squares (WCSS)
value must be analyzed, which is the sum done within each cluster between
its objects and its center squared. It is necessary to observe the WCSS metric
ranging the value of K (i.e., from 1 to 10).

WCSS =

K∑
k=1

∑
i∈Sk

p∑
j=1

(xij − x̄kj)
2 (1)

Oversampling The oversampling algorithm chosen was SMOTE [7], which
consists of creating synthetic instances of rare classes. For each class that we
want to create objects to make the dataset balanced, SMOTE uses k neighbor
objects to combine and generate a synthetic instance that is close to those k
objects.

Classification Algorithms In our analysis, supervised classification algorithms
considered state-of-the-art have been chosen, which address the problem through
different approaches. They are:

– Naive Bayes: probabilistic algorithm that calculates the probability of a
given new instance belonging to each of the available classes in a collection.
It is one of the most widely used learning machine methods that combine
efficiency and simplicity [24, 23].

– Random Forest: it is an algorithm based on the bagging approach, in
which a set of m decision trees are trained considering different training
set samples. Then, each of these trees is considered in the algorithm final
decision to classify a new instance [20, 6].
Support Vector Machine (SVM): this algorithm maps the training set
as points in a vector space, trying to define the boundaries of the space that
separates each one of the classes. New instances are mapped into this vector
space and assigned to the class according to their location. It is considered
the most effective algorithm in the literature [15].

– k-Nearest Neighbor (k-NN): this is a lazy nonlinear classification algo-
rithm in which the classification consists of assigning a new instance for the
majority class related to k closest instances in a vector space [27, 21].

For all algorithms, weka default parameters were used.

3.2 Combination Approaches

In Figure 1 we illustrate the combination approaches proposed to be evaluated in
this work. Below we detail each of them. For all them, it is important to provide
a missing values treatment in the dataset, which consists of removing/replacing
all missing values from the dataset attributes.

1. Classification Without Preprocessing: in this step, classification using
the selected classification algorithms is done without any preprocessing;
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2. FS Classification: in this step the goal is to apply the FS technique to
remove attributes that do not add value to the classification, using only a
subset of relevant attributes. After that, it is generated new classification
models that are evaluated the quality achieved in comparison to the results
without applying any preprocessing techniques;

3. Classification with the COG-OS Technique: for this step of the method-
ology, considering all the attributes, the COG-OS method mentioned in Sec-
tion 2 is applied to the dataset. This method consists in applying the clus-
tering algorithm in the majority class (“normal” ECG), redistributing its
instances into k smaller classes. Then, the oversampling technique is applied
in the minority classes (arrhythmia ECG) to achieve a class balance in the
dataset. Finally, the classification algorithms are applied again for a new
round of results evaluation;

4. Classification with FS and COG-OS Combined: in this step the two
techniques (FS and COG-OS) are applied together. The FS technique is ap-
plied to select the most relevant subset of attributes, and the COG-OS is
applied to the resulting dataset. With the fully-treated dataset, all classifi-
cation algorithms are executed, and the results are compared once again.

Fig. 1. Data Mining combination approaches for identifying Cardiac Arrhythmia.

3.3 Evaluation Metrics

In our evaluations, we consider two metrics: Accuracy and Macro F-Measure
(Macro-F1). Accuracy measures the global effectiveness regarding all decisions
made by the classifier (that is, the inverse of error rate). Macro-F1 on the
other hand, measures the classification effectiveness regarding each class inde-
pendently. It corresponds the mean of the F-Measure values obtained for each
possible class in the dataset.
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To define the F-Measure metric, we need to understand two main concepts:

– Precision: number of items classified as positive is positive;
– Recall: number of relevant items selected.

The F-Measure (F1) is the harmonic mean between precision and recall:

F1 = 2 ∗ precision ∗ recal
precision + recall

(2)

We propose to use the K-fold Cross Validation Strategy [3] with K = 10,
which consists of splitting the total dataset into ten mutually exclusive subsets
of the same size, and from that, a subset is used for testing, and the remain-
ing nine subsets are used for the model training. This process is repeated ten
times, alternating the test subset. In the end, the reported results in the next
section refer to the average of the Accuracies and Macro-F1 obtained in the ten
repetitions.

4 Experimental Evaluation

In this section, we present the experimental results regarding each combination
approach described in the previous section, considering a real dataset related to
CA detection.

4.1 Experimental Setup

Dataset The dataset used was created by Guvenir et al. [11] and made avail-
able by UCI4, being characterized by a transformation of ECGs into numerical
attributes for the application of data mining algorithms. This base has missing
values and ambiguous samples that need to be addressed for a more efficient use
of classification algorithms. The original dataset has 280 attributes. The base
has 16 classes; class 01 refers to normal ECGs; class 13 refers to ECGs that
do not have a classification, and the others refer to ECGs with the presence of
some arrhythmia. Three of these classes were disregarded because they did not
have any associated instances. Figure 2 depicts the distribution of occurrences
between classes. As we can see, this is a highly unbalanced dataset, so some
classes of arrhythmia have two instances, while the normal ECG class has 245
instances.

Treatment of Missing Values In a previous dataset analysis, we identified
that one of the attributes (V14) had 390 missing values instances, which was
removed from our analyses. For the remainder of the attributes, the missing
values treatment was performed using the packet mice provided in conjunction
with the R language. This packet has a function for replacing incomplete values
by synthetic plausible ones according to all columns, losing no data consistency.
At all stages of our experimental evaluation, we used the data collection resulting
from this treatment.
4 https://archive.ics.uci.edu/ml/datasets/Arrhythmia
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Fig. 2. Distributing instances between classes in the UCI dataset.

4.2 Analysis of Results

The first result was reached through the evaluation of classification algorithms
without the use of preprocessing techniques. Table 1 presents the accuracy and
Macro-F1 values achieved by each evaluated by the classification algorithm. As
we can see, the algorithm Random Forest was the one that obtained the best
value for Macro-F1 and accuracy in the unbalanced dataset, where Naive Bayes
achieved an approximate value. The value achieved can be considerate low since
in the unbalanced dataset most of the classes of arrhythmia are not classified cor-
rectly. That happens because the created models were trained on an unbalanced
dataset, bias to normal class, which is the most frequent.

Table 1. Results achieved in the unbalanced original dataset classification.

Algorithm Accuracy Macro-F1
Naive Bayes 62.0% 61.0%

Random Forest 69.9% 62.3%

k-NN 58.1% 45.6%

SVM Linear 54.2% 38.1%

The second result set refers to the combination of the classification algorithms
and the FS technique, and the results are presented in Table 2. The FS algorithm
was able to decrease the number of attributes from the 280 ones presenting in the
original dataset, selecting only the 23 most relevant attributes. We can observe
that almost all classifiers, except SVM, get improvements in the classification
quality considering only the 23 most relevant attributes. It is important to note
that, in addition to the improving classification models, using FS techniques can
also improve efficiency in the process to create classification models.

The third step consists in the use of the COG technique as a preprocessing
step for classification. In the arrhythmia dataset, only the “normal” class has
numerous objects, so the clustering is applied to divide it into smaller subclasses.
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Table 2. Results achieved in classification after applying the FS technique.

Algorithm Accuracy Macro-F1
Naive Bayes 68.4% 66.2%

Random Forest 75.7% 72.7%

k-NN 63.9% 55.2%

SVM Linear 54.2% 38.1%

The best value for WCSS was achieved for four clusters (K = 4). The last step is
the application of the oversampling technique to obtain a more relevant balancing
between the classes. The new class distribution achieved using this strategy is
presented in Figure 3.

Fig. 3. Resulting dataset after applying the COG-OS approach.

Based on the resulting dataset from the application of the COG-OS, the clas-
sification was performed to compare with the previous results. Table 3 shows the
classification results considering all the 280 original attributes of the dataset. We
can observe that almost all classifiers, except SVM, get expressive improvements
in the classification quality considering the COG-OS technique, demonstrating
that efforts to mitigate unbalance between classes are able to improve consider-
ably the quality of classification models for detecting Cardiac Arrhythmia.

Table 3. Results achieved in the classification after applying the COG-OS approach.

Algorithm Accuracy Macro-F1
Naive Bayes 70.1% 70.0%

Random Forest 82.6% 81.9%

k-NN 65.6% 62.5%

SVM Linear 30.4% 32.2%
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The fourth and final step consisted in combining the local clustering, oversam-
pling and FS techniques as a preprocessing step, that is, COG-OS was applied
to the dataset with only 23 attributes. The new class distribution achieved using
this strategy is presented in Figure 4.

Fig. 4. Resulting dataset after applying the COG-OS approach considering the 23 most
relevant attributes.

Table 4 presents the results achieved by the classification algorithms consid-
ering the dataset distribution shown in Figure 4. As we can see, the combination
of techniques was very effective, further increasing the quality of the classifica-
tions. While the accuracy achieved by Naive Bayes in original dataset was 61%,
for the preprocessed dataset the accuracy was 71.3%. A more expressive result
is achieved by Random Forest algorithm, 62.3% of accuracy in original dataset
and 88.8% in preprocessed dataset.

Table 4. Results obtained in the classification after applying the COG-OS approach
considering the 23 most relevant attributes.

Algorithm Accuracy Macro-F1
Naive Bayes 71.9% 71.3%

Random Forest 88.9% 88.8%

k-NN 71.9% 70.6%

SVM Linear 29.4% 32.2%

4.3 Discussion

The FS techniques and the COG-OS method showed an excellent strategy in im-
proving the effectiveness of the chosen classifiers, except the SVM. The algorithm
that obtained the best results was the Random Forest, reaching a Macro-F1 of
nearly 90%, making it the best result already reported in the literature for the
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CA detection. Table 5 shows how it was possible to gradually increase the value
of accuracy and, mainly, of the Macro-F1 value of the Random Forest algorithm.
That is an important scientific breakthrough showing that the combination of
different data mining strategies can significantly aid in the construction of clas-
sification models that assist medical specialists in the detection of CA.

Table 5. Random Forest result achieved at each step of our methodology.

Preprocessing Techniques Macro-F1
None 62.3%

FS 72.7%

COG-OS 81.9%

FS + COG-OS 88.8%

5 Conclusion and Future Works

In this paper, it has been demonstrated that the unbalance between classes of
a dataset related to CA detection negatively influences the process of creat-
ing supervised classification models using traditional classifiers algorithms. The
large majority of arrhythmia diagnoses are classified as normal, and cases of
disease incidence are rare. In this way, several preprocessing strategies combined
with automatic classification techniques were evaluated to create a more effi-
cient classification models to assist specialists in the detection of the disease.
More specifically, the results of this paper demonstrated that classification mod-
els constructed from a more relevant attributes subset, selected through an FS
technique, tend to improve the quality of the models generated significantly. In
an analogous and complementary way, it has been demonstrated that an over-
sampling strategy, combined with a clustering approach (COG-OS), also results
in effective models. Besides, combining both strategies was achieved an even
better classification model, surpassing the best result reported in the literature.
More specifically, using the classification Random Forest algorithm, considering
only the 23 most relevant attributes and applying the COG-OS oversampling
strategy, a Macro-F1 of 88.8% was obtained, surpassing the 86% achieved in [14]
for the same UCI dataset.

As a future work, the goal is to improve the prediction of arrhythmia further
using other classification algorithms, clustering and oversampling [13] in the steps
proposed in this work. Also, a detailed analysis of the 23 selected attributes can
facilitate the arrhythmia detection in an ECG, finding out the relationships of
these attributes in their respective ECG.
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